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Robotics in education is a promising new area: social robots have started to move into schools as part of educational/learning technologies, playing roles in educational settings that range from tutors, teaching assistants and learners, to learning companions and therapeutic assistants. This paper provides an overview of the main computational methods required to program a social robot and equip it with social intelligence. Some applications of social robots in the field of education are reported to show how the use of educational robots may innovate the learning process at different levels and in various contexts.
1 Introduction: the context and the target

Social Robots are embodied autonomous intelligent entities that interact with people in everyday environments, following social behavior typical of humans. Since they are autonomous, robots should be able to interpret human behavior properly, to react to changes during the interaction, make decisions, behave in a socially plausible manner, and learn from a user’s feedback and previous interactions. Social robots are mainly used to improve people experience in diverse application domains. In education, for example, robots have been shown to be successful in diverse contexts, such as math tutoring (Kennedy et al., 2015), social skill training for children with autism (Wainer et al., 2014) and language teaching (Schodde et al., 2017). In particular, the use of robots may increase attention, engagement, and compliance, which are critical components of successful learning (Ramachandran et al., 2018).

This paper provides an overview of the main computational methods required to program a social robot and equip it with intelligence, so that it can be employed successfully to enhance the learning process both in formal and informal settings. The first part of the paper introduces the fundamental skills that should be implemented in a robot to achieve social intelligence, namely sensing, dialogue management, emotion recognition and user modeling. During the interaction, that is achieved through human-oriented sensing tasks and multimodal dialog management, social robots can use machine learning methods to modify the way they provide information, according to the user’s needs and emotional reactions. Currently, educational robotics is one of the most promising technologies to improve teaching and learning effectiveness. The second part of the paper focuses on applications that can take advantage of social robots in the realm of education. We report some experiences with the design and the use of educational robots that can inspire new ways to innovate learning processes in various contexts.

2 Skills for Social Intelligence

Social intelligence factors increase the complexity of programming a socially interactive robot. A social robot is expected to sense its surrounding, to handle natural and multimodal dialogs, to recognize and express emotions, and to adapt the interaction to some characteristics of the user. All these skills are the basis for human social behavior models.

2.1 Sensing

Robots can sense the environment by means of integrated sensors or computer vision. For example, the Pepper humanoid robot (Lafaye, 2014)
is equipped with both sensors that enable it to perceive the surrounding environment and sensors, like microphones, cameras and touch. Moreover, the tablet PC on the robot’s torso allows interaction by means of a touch screen.

Speech recognition techniques are widely used in social robots (Amodei, 2016; Zhang, 2017). Many organizations have launched their own Deep CNN models to improve the accuracy of voice recognition (Xiong, 2017). Advances in this field have paved the way for the development of high-level tasks, such as semantic recognition and semantic understanding, i.e. how to formally represent the meaning of a text, that form the basis for the robot’s dialog abilities, as explained in Section 2.2.

Computer vision is fundamental for the recognition of human facial expressions and movements (Canal et al., 2016). The main challenge is to find a representation that can be adapted to a new task with few training data available. State-of-the-art pipelines for single-view action recognition are hand-crafted dense trajectory features and 3D CNN-based features. The CNN-based features are extracted from these intermediate layers and then fed into an SVM for the final classification. In the field of education, problems such as occlusions or poor camera view point can often occur, since the interaction can change abruptly. Therefore, robust multi-view action recognition systems are required (Efthyymiou et al., 2018).

Other common computer vision tasks are face recognition and detection of facial expressions and emotions, which are useful to convey the user’s feelings to the robot. Specifically, emotion recognition is very important to allow the robot to adapt its behavior (e.g. showing empathy). More details are discussed in Section 2.3.

In general, social robot sensing skills leverage machine learning methods to learn models of human social cognition starting from features extracted automatically from sensory data. The challenge is a fast processing of sensory data, in order to draw conclusions, which may help in the decision of the actions to be performed. Time series algorithms to discover recurrent patterns are mainly investigated in machine learning, in order to address problems of gesture discovery, synchrony discovery, differential drive motion pattern discovery and motor primitive discovery from observations of human behavior (de Jong et al., 2018).

### 2.2 Dialog Management

In order to obtain a reasonable level of interaction in the conversation, the robot should be able to handle dialogs, that is, modulate the initiative, handle communication interferences, make inferences related to the sentences pronounced by people, plan, organize and maintain the discourse. Starting from
the perception (sensing) of the multimodal user input, according to the extracted meaning (semantic interpretation), a dialog manager has to decide (reason) how to respond to the user in a socially believable way, in order to handle the dialog flow (Figure 1). An example of a grounding-based model, implemented to this aim, is given with BIRON (Spexard et al., 2006).

Usually dialog management is based on transition networks, frames (McTear, 1993), information state models (Larsson & Traum, 2000), rule-based models, or planning techniques typical of Belief–Desire–Intention (BDI) agents (Wong et al., 2012). Finite state models are the simplest way to handle the dialog and are suited to applications where the dialog flow coincides with the task structure, however, they lack flexibility. Frame-based approaches are based on the structure of the entities in the application domain. The information state approach has been widely used in conversational systems. It is based on the idea that the dialog flow changes according to the dialog state, that is represented by the current topic, the recent dialog moves and information about the beliefs of the dialog participants. Planning is a more complex approach, but it can deal with changes in behavior that are required when reacting to real-world interaction. A good compromise is a mixture of the two approaches: follow a predefined path, presented as transition networks and replan only when necessary.

Finally, socially guided machine learning can use natural interaction to teach a machine new knowledge and skills (de Greeff & Belpaeme, 2015), while deep learning methods have recently been employed for activity recognition (Mohammad et al., 2018). Machine learning techniques can be used to infer behavioral patterns and interaction protocols. They are explored to identify utterance vectors, typical utterances, stopping locations, motion paths and spatial formations of both human and robot participants in the environment and to train a robot to generate multimodal actions (Liu et al., 2018).

---

Fig. 1 - Overview of a generic dialog system
2.3 Emotion Recognition

In HRI facial expressions and speech are the most important communication channels that can be analyzed to detect and recognize emotions (Mavridis, 2015).

Ekman et al. (2002) defined six basic emotions that are universally recognized from facial expressions, regardless of culture. Other models, such as a Facial Action Coding System (FACS) (Ekman, 1999), can be taken into account when referring to Facial Expression Recognition (FER). A FER system has to be trained on suitable datasets (Ko, 2018) and should include the steps of a pipeline which are typical of this application domain: preprocessing, face detection and registration, feature extraction and classification. Recently deep learning methods have been used in this context, achieving state-of-the-art recognition accuracy and exceeding previous results by a long chalk (Kahou, 2015; Walecki, 2017).

Speech conveys affective information through the explicit linguistic message (what is said) and the implicit paralinguistic features of the expression (how it is said). Speech Emotion Recognition (SER) is basically performed through pure sound processing without linguistic information (Schuller, 2018). Features can be of several types and related to voice prosody, acoustic properties and transformations. In particular, Mel-Frequency Cepstral Coefficients (MFCCs), formants, energy, fundamental frequency (pitch) and temporal features have been used successfully in emotion recognition (Schuller, 2018). Then, as for FER systems, a classifier is trained using machine learning techniques. Also in this domain deep neural networks significantly boosted the performance of emotion recognition models (Fayek et al., 2017).

Face and speech can be analyzed simultaneously and combined to obtain a more robust emotion recognition system by means of fusion techniques (Busso et al., 2004; Zeng et al., 2007; Haq et al., 2008 Sebe et al., 2006; De Carolis et al., 2017a).

Causality analysis is also important for social robots because it allows them to discover the causal structure of a human’s behavior during the interaction (Yamashita et al., 2018).

2.4 User modeling

User-adaptive systems rely on a user model, which is a structured representation of user characteristics that may be relevant for personalized interaction (Fischer, 2001; Kobsa, 2001). In the context of social robots, the user profile includes several dimensions, such as age, gender, level of expertise in a given task, emotions, personality and past interactions (Ahmad, 2017),
that allow the robot to make decisions. In general, the user model is explicitly designed to facilitate decision-making in the specific field where the robot is involved. For instance, in the health care domain the user profile could store information about the user performance in a given task. In (Tapus, 2009) the robot collected data on the user’s reaction time and number of correct answers in a cognitive task and adapted the dialog to motivate the user, according to the results.

Moreover, in the education domain user performance is used to adapt decision-making as well as the verbal and non-verbal behavior of the robot. For instance, in (Brown, 2013) the robot modifies its supportive feedback according to the user’s behavioral state (e.g. “unmotivated”), determined by monitoring the student’s interactions with the robot when performing a mathematics test.

The application of social robots in public spaces has several challenges from the point of view of user modeling, because the robot is involved in multiple short-term interactions with unknown people rather than in a long-term interaction with a known user. In public areas, such as malls, the user profile stores the information available about the user who is interacting with the robot. For instance, the profile could be acquired by an RFID reader or swiping a fidelity card (Iocchi, 2015). The communication activities and actions are personalized according to the profile, in order to increase the robot’s social acceptability.

3 Applications in Education

In the following, we provide some recent examples of the usage of social robots in education (Figure 2), in order to provide a guide for researchers who consider using social robots for different educational purposes:

- Effectiveness: to support knowledge and skill acquisition;
- Engagement: to make children more involved in learning activities;
- Special needs: to support learners with specific difficulties;
- Empowerment of young patients: to educate patients to adopt a healthy lifestyle and to support patients and caregivers in managing specific medical situations;
- Language learning: to support vocabulary learning.

3.1 Effectiveness

One of the main goals investigated in the literature is the use of a human robot as a teacher or tutor to encourage active learning (Bonwell & Eison, 1991), where the teacher becomes a tutor, thus enhancing students’ self-confidence and independence. Active learning is used to model a learning agent that can shape
its learning experience through interaction with its teacher. Active learning between a robot learner and a human teacher leads to more effective faster learning (de Greeff et al., 2012).

Leyzberg et al. (2012) investigate if the presence of a robot tutor, Keepon (Figure 2), can influence the student’s learning gain. The results confirm that the physical presence may imbue the robot with more perceived authority than an on-screen agent.

NAO robot (fig. 2) is used as a tutor in a basic arithmetic learning task. Here again students show a higher level of motivation, which usually results in better learning gain (Janssen et al., 2011). Other researchers have explored the effects of social robots as tutors versus teachers. Howley et al. (2014) measure how the social role of both a human and a robot affects help-seeking behaviors and learning outcomes in a one-to-one tutoring setting. The results confirm that the use of pedagogical robotic agents can be more beneficial for learning than the use of human pedagogical agents. Some research investigates the effectiveness of social robots using the peer-tutoring approach. In this setting the social robot acts as the learner’s companion. Tanaka et al. (2015) develop an application for Pepper to enable it to learn together with children. Baxter et al. (2017) propose a robot peer with personalized behavior in collaborative learning tasks with individual children. Both solutions facilitate the learning process and allow children to improve their knowledge and skills.
3.2 Engagement

The effectiveness of using social robots to support user engagement has been widely proved in the literature. Engagement has been identified as a key aspect in Technology Enhanced Learning research, in order to sustain interest, participation and involvement during a learning process (Carini et al., 2006). To be engaging a social robot should proactively involve people in a social context by expressing and perceiving emotions. Another factor that is relevant to engagement is anthropomorphism, since it recalls in the user conversational patterns typical of human-to-human interactions (Bainbridge et al., 2008). In educational contexts student engagement improves learning, therefore, social robots have recently been employed to do so. In (Castellano et al., 2009), the iCat robot (fig. 2) during a chess game displayed affective reactions, in order to improve the user’s engagement. To improve the engagement of students, humanoid robots have been used as pro-active tutors (Gudi et al., 2019). The robot can influence the pace of the interaction in a social learning task by increasing the students’ learning experience, and thus their engagement even if they do not perceive it (Ivaldi et al., 2014).

3.3 Special Needs

Social robots are often applied in education of students with special needs. Teaching and learning of disabled youngsters pose unique and distinctive challenges. These students demand more time and patience. They require specialized instructional strategies in structured environments, in order to support and enhance their learning potential. Social robots are widely applied to teach basic social skills to children with autism, since they resemble humans but are less complex and seem to be able to manage these issues successfully (Palestra et al., 2017). Wainer et al. (2014) employ the KASPAR robot to improve their cooperation skills. Pennazio (2017) used the IROMEC platform to improve human interaction skills. Boccanfuso et al. (2017) and Alemi et al. (2015) investigate the acquisition of communication skills in a language learning scenario. Pale Social robots are successfully used also in other contexts, for example, to support children affected by dyslexia (Pistoia et al., 2015), or to stimulate social interaction in children with Down’s syndrome (Lehmann et al., 2014). They are also applied to people with speech and hearing impairments in sign language learning (Gudi et al., 2019).

3.4 Empowerment

The success and effectiveness of the use of technology to support therapeutic education is increasing. Various ICT solutions address patient empowerment
(Di Bitonto et al., 2012). For example, in medical contexts empowerment refers to the patient’s acquisition of knowledge about his/her clinical conditions and the acquisition of a suitable lifestyle to ensure a good quality of life. Social robots, such as NAO, have been applied to support knowledge acquisition in children with Type I Diabetes who have to learn basic knowledge about diet and management of their illness (Coninx et al., 2016; Cañamero & Lewis, 2016). Other experiments have been conducted with children who interact with a social robot to improve their knowledge and habits with regards to a healthy life-style (Ros et al., 2016). A current challenge (Share et al., 2018) is to use social robots as Assistive Technology in the field of care for the elderly.

3.5 Language Learning

Robot Assisted Language Learning (RALL), particularly for L2 (second language) learning, has proved to be more effective in boosting learner performance and motivation compared with just 2D screen-based technologies (Belpaeme T. et al, 2011). The type of applications described in the literature regard mainly vocabulary learning of the L2 language through various models (e.g. robot as storyteller, robot asking questions and checking learners’ answers and robot playing charade games with learners). RALL through games has proved to be the most relaxing and enjoyable interaction and therefore the most profitable for L2 learners (Mubin O. et al, 2013). The role of the robot is usually either as a peer tutor or a teacher’s assistant. The former role is the most common, but the latter role has often proved to be the most effective for L2 learners, where the teacher is present to explain any possible misunderstandings and the interactions are based on the curriculum already in use in class (Lee S. et al, 2010). The learners’ performance gain has also been evaluated by pre-tests and post-tests and their motivation has been assessed by questionnaires (Schodde et al, 2017).

Conclusions

This paper outlines the key components of social intelligence and proposes a framework of design issues for the advanced programming of social robots. The state-of-the-art covers various aspects related to social robot programming and highlights the importance of sensing, user modeling and emotion recognition in accomplishing fundamental tasks related to social robot behavior. The experiences described in several educational scenarios show that the integration of social robots in education may improve student engagement and empowerment, especially students with special needs.

We are already experimenting the role of the robot in education in various
forms. With reference to the list of educational applications in education we experimented the use of several robots, and specifically two Pepper humanoid robots to verify:

- effectiveness through a game where the pupil shows a disposable item and competes with the robot guessing how to correctly separate waste;
- engagement by entertaining people during big events at the University of Bari, providing people with directions or information related to the event or the courses and services offered by the Computer Science Department;
- special needs using puppies such as a dog robot, a dragon or NAO humanoid robot to overcome problems related to autism (Palestra et al., 2017);
- empowerment of young patients, using a storytelling approach Pepper introduces juvenile diabetes to young patients and their classmates to make them aware of the lifestyle required by the disease;
- language learning through a game to teach pupils new terms, as well as associations between terms, while playing. We developed an artificial player for a challenging language game: the player is given a set of five words - the clues - each linked in some way to a specific word that represents the unique solution of the game. Words are unrelated to each other, but each of them has a hidden association with the solution (Basile et al., 2016).

Despite the many open questions and challenges that are still to be faced in programming social robots, it is expected that soon robots will have great impact in various areas of education. This increasing impact will not replace human teachers, but will provide added value in the form of a stimulating and instructive teaching support.
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