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#### Abstract

A well-known drawback of algorithms based on Taylor series formulae is that the explicit calculation of higher order derivatives formally is an over-elaborate task. To avoid the analytical computation of the successive derivatives, numeric and automatic differentiation are usually used. A recent alternative to these techniques is based on the calculation of higher derivatives by using the Infinity Computer-a new computational device allowing one to work numerically with infinities and infinitesimals. Two variants of a one-step multi-point method closely related to the classical Taylor formula of order three are considered. It is shown that the new formula is order three accurate, though requiring only the first two derivatives of $y(t)$ (rather than three if compared with the corresponding Taylor formula of order three). To get numerical evidence of the theoretical results, a few test problems are solved by means of the new methods and the obtained results are compared with the performance of Taylor methods of order up to four.
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## 1. Introduction

The Taylor series method is one of the earliest algorithms to approximate the solution of initial value problems

$$
\left\{\begin{array}{l}
y^{\prime}=f(t, y), \quad t \in\left[t_{0}, T\right]  \tag{1}\\
y\left(t_{0}\right)=y_{0},
\end{array}\right.
$$

where $f:\left[t_{0}, T\right] \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is assumed sufficiently differentiable.
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## 1. Introduction

The Taylor series method is one of the earliest algorithms to approximate the solution of initial value problems

$$
\left\{\begin{array}{l}
y^{\prime}=f(t, y), \quad t \in\left[t_{0}, T\right],  \tag{1}\\
y\left(t_{0}\right)=y_{0},
\end{array}\right.
$$

where $f:\left[t_{0}, T\right] \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is assumed sufficiently differentiable.
Newton and Euler describe this approach in their seminal works of the 18th century. Since then, many authors mention Taylor series methods and some codes have been developed for both ODEs and DAEs: within the recent literature, we mention $[3,4,5,15,53,54]$.

A well-known drawback of the algorithms based on Taylor series formulae is that the explicit calculation of higher order derivatives formally is an overelaborate task, especially when the dimension $n$ of the system is not small. To avoid the analytical computation of the successive partial derivatives involved in the truncated Taylor expansion of $f$, a numerical differentiation approach has been often considered (see, for example, $[24,25]$ ). A further interest in Taylor series methods stemmed from considering automatic rather than numerical differentiation, which makes use of specific tools based on the involved elementary functions (see [29]) and allows for a speed up of the overall computation.

We report two instances for which the use of Taylor series methods has proved to be a powerful tool:

- The analysis of the stability properties of equilibria and periodic orbits of dynamical systems often requires an accurate integration of the variational equations. Within this context, high-order Taylor series methods have been successfully exploited to correctly reproduce the highly oscillatory behavior of their solutions, avoiding extremely small stepsizes during the integration procedure. In most cases the variational equations are slight modifications of the original ones, so that it is possible to formulate the integration algorithm for both systems with little added effort.
- In some physical problems $[1,2,22]$ it is important to approximate the solution with a very high precision, as in the determination of normal forms of differential systems, initial conditions for periodic problems, numerical detection of periodic orbits, computation of physical constants, etc. The Taylor method, just by increasing the degree of the formulae, permits high-precision integration, provided a multi-precision library is also used.

A recent alternative to numeric and automatic differentiation is based on the calculation of higher derivatives by using the Infinity Computer which is equipped with a new numeral system (see $[30,33,38,32,42,47]$ ) for performing numerical computations with infinite and infinitesimal quantities. The possibility to work with numerical infinitesimals allows one both to calculate the exact values of the derivatives numerically without finding the respective derivatives
analytically and to work with infinitesimal stepsizes. The first attempts to use the Infinity Computer in this direction have been done in [39, 43, 45].

In order to see the place of the new approach in the historical panorama of ideas dealing with infinite and infinitesimal, see [17, 18, 19, 26, 35, 37, 49]. In particular, connections of the new approach with bijections are studied in [19] and metamathematical investigations on the theory and its non-contradictory identification can be found in [18]. The new methodology has been successfully used in such fields as numerical differentiation and optimization (see [9, 39, $56]$ ), fractals (see [13, 14, 31, 34, 41, 48]), models for percolation and biological processes (see $[13,14,52,41]$ ), hyperbolic geometry (see [20, 21]), infinite series (see $[16,35,40,55]$ ), set theory, lexicographic ordering, and Turing machines (see $[37,46,44,49,50,50]$ ), cellular automata (see $[10,11,12]$ ), etc.

The paper is structured as follows. Section 2 gives a brief introduction into the work with numerical infinitesimals and infinities on the Infinity Computer. Section 3 introduces the new methods. Convergence and stability analysis of the new algorithms is performed in Section 4. Some numerical illustrations are provided in Section 5. Finally, Section 6 concludes the paper.

We stress that the action played by the Infinity Computer only concerns the accurate evaluation of the derivatives appearing in the expression of the methods. As a matter of fact, the variant of the standard Taylor methods we are going to introduce may be efficiently implemented in both standard and infinity floating-point arithmetic.

## 2. Numerical infinitesimals and infinities

In our everyday activities with finite numbers the same finite numerals ${ }^{1}$ are used for different purposes (e.g., the same numeral 9 can be used to express the number of elements of a set, to indicate the position of an element in a sequence, and to execute practical computations). In contrast, when we face the necessity to work with infinities or infinitesimals, the situation changes drastically. In fact, in this case different numerals are used to work with infinities and infinitesimals in different situations. To illustrate this fact it is sufficient to mention that we use the symbol $\infty$ in standard analysis, $\omega$ for working with ordinals, $\aleph_{0}, \aleph_{1}, \ldots$ for dealing with cardinalities.

Many codes and theories dealing with infinite and infinitesimal quantities have a symbolic (not numerical) character. For instance, many versions of nonstandard analysis (see [28]) are symbolic, since they have no numeral systems to express their numbers by a finite number of symbols (the finiteness of the number of symbols is necessary for organizing numerical computations). Namely, if we consider a finite $n$, any numeral used to express finite quantities and consisting

[^2]of a finite number of symbols may be associated with it, such as, for example, $n=72$, or $n=30$. In contrast, if we consider a non-standard infinite $m$, then it is not clear which numerals can be used to assign a concrete value to $m$. Analogously, in non-standard analysis, if we consider an infinitesimal $h$ then it is not clear which numerals consisting of a finite number of symbols can be used to assign a concrete value to $h$ and to write $h=\ldots$ In fact, very often in non-standard analysis texts, a generic infinitesimal $h$ is used and it is considered as a symbol, i.e., only symbolic computations can be done with it. Approaches of this kind leave unclear such issues, e.g., whether the infinite $1 / h$ is integer or not or whether $1 / h$ is the number of elements of an infinite set.

In order to allow one to execute numerical computations with different infinities and infinitesimals and to use the same numerals in all the situations (as it happens with numerals expressing finite quantities), a new computational methodology and the respective numeral system have been developed in $[30,33,38]$. This numeral system avoids indeterminate forms and situations similar to $\infty+1=\infty$ and $\infty-1=\infty$ providing results ensuring that if $a$ is a numeral written in this numeral system then for any $a$ (i.e., $a$ can be finite, infinite, or infinitesimal) it follows $a+1>a$ and $a-1<a$.

The numeral system is based on a new infinite unit of measure expressed by the numeral (1), called grossone, that is introduced as the number of elements of the set of natural numbers. Concurrently with the introduction of (1) in the mathematical language all other symbols (like $\infty$, Cantor's $\omega, \aleph_{0}, \aleph_{1}, \ldots$, etc.) traditionally used to deal with infinities and infinitesimals are excluded from the language because (1) and other numbers constructed with its help not only can be used instead of all of them but can be used with a higher accuracy. Analogously, when zero and the positional numeral system had been introduced in Europe, Roman numerals I, V, X, etc. had not been involved and new symbols $0,1,2$, etc. have been used to express numbers. The new element - zero expressed by the numeral 0 - had been introduced by describing its properties in the form of axioms. Analogously, (1) is introduced by describing its properties postulated by the Infinite Unit Axiom added to axioms for real numbers (see [33, 38] for a detailed discussion).

Let us see now how, thanks to the introduction of (1) in place of the usual symbol $\infty$, one can write down different numerals expressing different infinities and infinitesimals and to execute computations with all of them. Indeterminate forms are not present and, for example, the following relations hold for infinite numbers (1), (1) ${ }^{2.7}$ and (1) ${ }^{-1}$, (1) ${ }^{-2.7}$ (that are infinitesimals), as for any other (finite, infinite, or infinitesimal) number expressible in the new numeral system

$$
\begin{align*}
& 0 \cdot(1)=(1) \cdot 0=0, \quad(1)-(1)=0, \quad \frac{(1)}{(1)}=1, \quad(1)^{0}=1, \quad 1^{\oplus}=1, \quad 0^{\oplus}=0,  \tag{2}\\
& \left.0 \cdot(1)^{-1}=(1)^{-1} \cdot 0=0, \quad \text { (1) }^{-1}>0, \quad \quad^{(1)}\right)^{-2.7}>0, \quad(1)^{-1}-(1)^{-1}=0, \\
& \left.\frac{(1)^{-1}}{(1)^{-1}}=1, \quad\left({ }^{(1}\right)^{-1}\right)^{0}=1, \quad \text { (1) } \cdot(1)^{-1}=1, \quad \text { (1) } \cdot()^{-2}=1^{-1},
\end{align*}
$$

$$
\frac{(1)^{-2.7}}{(1)^{-2.7}}=1, \quad \frac{(1)^{2.7}}{(1)}=(1)^{1.7}, \quad \frac{(1)^{-1}}{(1)^{-2}}=(1), \quad 1^{2.7} \cdot(1)^{-2.7}=1 .
$$

The introduction of the numeral (1) allows us to represent infinite and infinitesimal numbers in a unique framework and to work with all of them numerically on the Infinity Computer (see the patent [36]). For this purpose a numeral system similar to traditional positional numeral systems was introduced in $[30,33]$. To construct a number $C$ in the numeral positional system with base (1), we subdivide $C$ into groups corresponding to powers of (1):

$$
\begin{equation*}
C=c_{p_{m}}(1)^{p_{m}}+\ldots+c_{p_{1}}(1)^{p_{1}}+c_{p_{0}}(1)^{p_{0}}+c_{p_{-1}} \text { (1) }^{p_{-1}}+\ldots+c_{p_{-k}}(1)^{p_{-k}} \tag{3}
\end{equation*}
$$

Then, the record

$$
\begin{equation*}
C=c_{p_{m}}(1)^{p_{m}} \ldots c_{p_{1}}(1)^{p_{1}} c_{p_{0}}(1)^{p_{0}} c_{p_{-1}} \mathbb{1 1}^{p_{-1}} \ldots c_{p_{-k}}(1)^{p_{-k}} \tag{4}
\end{equation*}
$$

represents the number $C$, where all numerals $c_{i} \neq 0$, they belong to a traditional numeral system and are called grossdigits. They express finite positive or negative numbers and show how many corresponding units (1) ${ }^{p_{i}}$ should be added or subtracted in order to form the number $C$. Note that in order to have a possibility to store $C$ in the computer memory, values $k$ and $m$ should be finite.

Numbers $p_{i}$ in (4) are sorted in the decreasing order with $p_{0}=0$

$$
p_{m}>p_{m-1}>\ldots>p_{1}>p_{0}>p_{-1}>\ldots p_{-(k-1)}>p_{-k}
$$

They are called grosspowers and they themselves can be written in the form (4). In the record (4), we write $\mathbb{1}^{1^{p_{i}}}$ explicitly because in the new numeral positional system the number $i$ in general is not equal to the grosspower $p_{i}$. This gives the possibility to write down numerals without indicating grossdigits equal to zero.

The term having $p_{0}=0$ represents the finite part of $C$ since $c_{0}{ }^{(1)}=c_{0}$ (see (2)). Terms having finite positive grosspowers represent the simplest infinite parts of $C$. Analogously, terms having negative finite grosspowers represent the simplest infinitesimal parts of $C$. For instance, the number $(1)^{-1}=\frac{1}{(1)}$ mentioned above is infinitesimal. Note that all infinitesimals are not equal to zero. In particular, $\frac{1}{(1)}>0$ since it is a result of division of two positive numbers.

A number represented by a numeral in the form (4) is called purely finite if it has neither infinite nor infinitesimals parts. For instance, 14 is purely finite and $14+5.31^{1.5}$ is not. All grossdigits $c_{i}$ are supposed to be purely finite. Purely finite numbers are used on traditional computers and for obvious reasons have a special importance for applications. All of the numbers introduced above can be grosspowers, as well, giving thus a possibility to have various combinations of quantities and to construct terms having a more complex structure.

Many numerical methods for solving ODEs require the computation of the derivatives of an unknown function $y(t)$ at some specific points. In particular, this is the case with methods based on Taylor expansion. Let us see how the usage of infinitesimals on the Infinity Computer allows one to calculate exact derivatives of $y(t)$ numerically.

Let us denote by $y^{(k)}\left(t_{i}\right)$ the $k$-th derivative of the solution $y(t)$ at the point $t_{i}$ and suppose that $f(t, y)$ assumes purely finite values at purely finite $t$ and $y$. It has been shown in [43] that, in order to calculate the $k$-th derivative at the point $t_{i}, k$ infinitesimals steps from the point $t_{i}$ using the Euler formula with $h=(1)^{-1}$ should be executed as follows

$$
\begin{gathered}
y_{i, 1}=y_{i}+(1)^{-1} f\left(t_{i}, y_{i}\right), \quad y_{i, 2}=y_{i, 1}+1^{-1} f\left(t_{i}+(1)^{-1}, y_{i, 1}\right), \ldots \\
y_{i, k}=y_{i, k-1}+\left(1^{-1} f\left(t_{i}+(k-1)(1)^{-1}, y_{i, k-1}\right)\right.
\end{gathered}
$$

Then, since approximations of the derivatives can be obtained by the forward differences $\Delta_{h}^{j}, 1 \leq j \leq k$, with $h=(1)^{-1}$ as follows

$$
\begin{equation*}
\Delta_{\Phi^{-1}}^{k}=\sum_{j=0}^{k}(-1)^{j}\binom{k}{j} y_{i, k-j} \tag{5}
\end{equation*}
$$

where $y_{i, 0}=y_{i}$. We obtain

$$
\begin{equation*}
y^{(k)}\left(t_{i}\right)=\frac{\Delta_{\oplus-1}^{k}}{(1)^{-k}}+O\left(\mathbb{1}^{-1}\right) \tag{6}
\end{equation*}
$$

Since the error of the approximation is $O\left(1^{-1}\right)$, the finite part of the value $\frac{\Delta_{\Phi^{-1}}^{k}}{()^{-k}}$ gives us the exact derivative $y^{(k)}\left(t_{i}\right)$. For a more detailed description of the numerical computation of exact derivatives on the Infinity Computer see [39, 43].

## 3. Definition of the new method

The method we are interested in is a one-step multi-point method of the form $\left(w_{1}, y_{1}\right)=\Phi_{h}\left(w_{0}, y_{0}\right)$ closely related to the classical Taylor formula of order three. Here $h$ stands for the integration stepsize and $w_{1}$ and $y_{1}$ are approximations to $y\left(t_{1}\right)$, with $t_{1}=t_{0}+h$. More specifically, the extra-point $w_{1}$ is to be meant as a preliminary low order approximation to $y\left(t_{1}\right)$ which is then exploited to derive the more accurate approximation $y_{1}$ (see Section 3.2 for more details).

As will be shown in the next section, the new formula is order three accurate, though requiring only the first two derivatives of $y(t)$ (rather than three if compared with the corresponding Taylor formula of order three).

We begin with introducing an auxiliary method, denoted by $\hat{y}_{1}=\widehat{\Phi}_{h}\left(y_{0}\right)$, which will prove very helpful to properly define method $\Phi_{h}$ as well as to study its convergence and stability properties. Methods $\widehat{\Phi}_{h}$ and $\Phi_{h}$ first appeared in [51] where they are referred to as methods 1.3 and 1.4 , respectively. For sake of simplicity, but without loss of generality, in the sequel we assume that problem (1) is scalar and autonomous. ${ }^{2}$ For later use, we list the shape of the first four

[^3]derivatives of the solution $y(t)$ of (1) evaluated at $t_{0}$, in terms of the function $f$ and its derivatives:
\[

$$
\begin{align*}
y^{\prime}\left(t_{0}\right) & =f\left(y_{0}\right) \\
y^{\prime \prime}\left(t_{0}\right) & =f^{\prime}\left(y_{0}\right) f\left(y_{0}\right)  \tag{7}\\
y^{\prime \prime \prime}\left(t_{0}\right) & =f^{\prime \prime}\left(y_{0}\right)\left(f\left(y_{0}\right)\right)^{2}+\left(f^{\prime}\left(y_{0}\right)\right)^{2} f\left(y_{0}\right) \\
y^{(i v)}\left(t_{0}\right) & =f^{\prime \prime \prime}\left(y_{0}\right)\left(f\left(y_{0}\right)\right)^{3}+4 f^{\prime \prime}\left(y_{0}\right) f^{\prime}\left(y_{0}\right)\left(f\left(y_{0}\right)\right)^{2}+\left(f^{\prime}\left(y_{0}\right)\right)^{3} f\left(y_{0}\right)
\end{align*}
$$
\]

On the Infinity Computer, the derivatives appearing in (7) are evaluated with the aid of formulae (5)-(6). In standard arithmetic they are provided analytically, even though we also illustrate the effects of approximating them by suitable divided differences (see Section 5).

The following result regards the computational cost to compute the Taylor coefficients.

Theorem 1 ([3, 27]). If the evaluation of $f(y)$ involves $r$ elementary functions, the computational complexity of the evaluation of $f(y), f^{\prime}(y), \ldots f^{(s-1)}(y)$ is

$$
\begin{equation*}
C=r s^{2}+O(s) \tag{8}
\end{equation*}
$$

The efficiency of Taylor methods as compared with classical Runge-Kutta methods has been discussed in [3]. For a numerical approach to the computation of the coefficients in Taylor expansions see [25].

### 3.1. Definition of method $\hat{y}_{1}=\widehat{\Phi}_{h}\left(y_{0}\right)$

We first consider the standard Taylor formula of order two to obtain an initial guess, say $v_{1}$, of $y\left(t_{1}\right)($ see $(7))$ :

$$
\begin{equation*}
v_{1}=y_{0}+h y^{\prime}\left(t_{0}\right)+\frac{h^{2}}{2} y^{\prime \prime}\left(t_{0}\right) \equiv y_{0}+h f\left(y_{0}\right)+\frac{h^{2}}{2} f^{\prime}\left(y_{0}\right) f\left(y_{0}\right) \tag{9}
\end{equation*}
$$

We use again the same formula to obtain an approximation to the solution of (1), denoted by $p_{2}(t)$, in a neighborhood of $t_{1}$ :

$$
\begin{equation*}
p_{2}(t)=v_{1}+f\left(v_{1}\right)\left(t-t_{1}\right)+\frac{1}{2} f^{\prime}\left(v_{1}\right) f\left(v_{1}\right)\left(t-t_{1}\right)^{2} \tag{10}
\end{equation*}
$$

Rather than advancing the solution in time, we exploit the information brought by $p_{2}(t)$ to improve the accuracy of the numerical solution at time $t_{1}$. To this end, we first recast $p_{2}(t)$ as a polynomial expanded around $t_{0}$

$$
\begin{align*}
p_{2}(t)= & v_{1}+f\left(v_{1}\right)\left(t-t_{0}+t_{0}-t_{1}\right)+\frac{1}{2} f^{\prime}\left(v_{1}\right) f\left(v_{1}\right)\left(t-t_{0}+t_{0}-t_{1}\right)^{2} \\
= & v_{1}-h f\left(v_{1}\right)+\frac{h^{2}}{2} f^{\prime}\left(v_{1}\right) f\left(v_{1}\right)+\left(1-h f^{\prime}\left(v_{1}\right)\right) f\left(v_{1}\right)\left(t-t_{0}\right) \\
& +\frac{1}{2} f^{\prime}\left(v_{1}\right) f\left(v_{1}\right)\left(t-t_{0}\right)^{2} \tag{11}
\end{align*}
$$

and then we blend the coefficients of the polynomial $p_{2}(t)$ with the corresponding ones in the classical Taylor formula to form a new second degree polynomial $q_{2}(t)$, namely

$$
\begin{align*}
q_{2}(t)= & \alpha_{0} y_{0}+\left(1-\alpha_{0}\right)\left(v_{1}-h f\left(v_{1}\right)+\frac{h^{2}}{2} f^{\prime}\left(v_{1}\right) f\left(v_{1}\right)\right) \\
& +\left(\alpha_{1} f\left(y_{0}\right)+\left(1-\alpha_{1}\right)\left(1-h f^{\prime}\left(v_{1}\right)\right) f\left(v_{1}\right)\right)\left(t-t_{0}\right)  \tag{12}\\
& +\frac{1}{2}\left(\alpha_{2} f^{\prime}\left(y_{0}\right) f\left(y_{0}\right)+\left(1-\alpha_{2}\right) f^{\prime}\left(v_{1}\right) f\left(v_{1}\right)\right)\left(t-t_{0}\right)^{2}
\end{align*}
$$

which will be used to advance the solution, by setting $\hat{y}_{1}=\widehat{\Phi}_{h}\left(y_{0}\right)=q_{2}\left(t_{1}\right)$. The parameters $\alpha_{i}, i=0,1,2$, will be selected in order to improve the convergence and stability properties of the standard second order Taylor formula, as is discussed in Section 4. The use of convex combinations in (12) comes from imposing the consistency conditions up to order two. In other words, order two is achieved independently of the choice of the parameters $\alpha_{i}$. Furthermore, without loss of generality, we assume $\alpha_{0}=1$ since it can be shown that the value of $\alpha_{0}$ does not alter the shape of the resulting method. The following scheme then summarizes the implementation details of the method to construct the numerical approximation $\hat{y}_{k} \simeq y\left(t_{k}\right)$, with $t_{k}=t_{0}+k h$.

$$
\begin{align*}
& \hat{y}_{0}=y_{0} \\
& h=\left(T-t_{0}\right) / n \\
& \text { for } \quad k=1, \ldots, n \\
& \qquad \begin{array}{r}
v_{k}= \\
\qquad \begin{array}{r}
y_{k-1}+h f\left(\hat{y}_{k-1}\right)+\frac{h^{2}}{2} f^{\prime}\left(\hat{y}_{k-1}\right) f\left(\hat{y}_{k-1}\right) \\
\\
\quad
\end{array} \quad \frac{h^{2}}{2}\left(\alpha_{2} f^{\prime}\left(\hat{y}_{k-1}\right) f\left(\hat{y}_{k-1}\right)+\left(1-\alpha_{2}\right) f^{\prime}\left(v_{k}\right) f\left(v_{k}\right)\right)
\end{array} \tag{13}
\end{align*}
$$

end

### 3.2. Definition of method $\left(w_{1}, y_{1}\right)=\Phi_{h}\left(w_{0}, y_{0}\right)$

To reduce the computational effort per step associated with the implementation of the method defined by $\widehat{\Phi}_{h}$, we consider a variant consisting in approximating the values of $f\left(\hat{y}_{k-1}\right)$ and $f^{\prime}\left(\hat{y}_{k-1}\right)$ appearing in algorithm (13) by means of suitable known quantities available for free. More precisely, we assume that the very first step is performed by method $\widehat{\Phi}_{h}$, and we set $w_{1}=v_{1}$ and $y_{1}=\hat{y}_{1}=\widehat{\Phi}_{h}\left(y_{0}\right)$.

At the second step, we avoid the evaluations of $f\left(y_{1}\right)$ and $f^{\prime}\left(y_{1}\right)$, as required by (9), and instead approximate them by $f\left(w_{1}\right)$ and $f^{\prime}\left(w_{1}\right)$ respectively, which we inherit from the previous step. More in general, to compute the subsequent approximations $y_{k}=\Phi_{h}\left(y_{k-1}\right), k=2,3, \ldots$, we replace the quantities $f\left(y_{k-1}\right)$ and $f^{\prime}\left(y_{k-1}\right)$, required by algorithm (13), by $f\left(w_{k-1}\right)$ and $f^{\prime}\left(w_{k-1}\right)$ respectively. The implementation details of the method defined by $\Phi_{h}$ are summarized below.

$$
\begin{align*}
& h=\left(T-t_{0}\right) / n \\
& w_{1}=y_{0}+h f\left(y_{0}\right)+\frac{h^{2}}{2} f^{\prime}\left(y_{0}\right) f\left(y_{0}\right) \\
& y_{1}=y_{0}+h\left(\alpha_{1} f\left(y_{0}\right)+\left(1-\alpha_{1}\right)\left(1-h f^{\prime}\left(w_{1}\right)\right) f\left(w_{1}\right)\right) \\
& +\frac{h^{2}}{2}\left(\alpha_{2} f^{\prime}\left(y_{0}\right) f\left(y_{0}\right)+\left(1-\alpha_{2}\right) f^{\prime}\left(w_{1}\right) f\left(w_{1}\right)\right) \\
& \text { for } \quad k=2, \ldots, n  \tag{14}\\
& w_{k}=y_{k-1}+h f\left(w_{k-1}\right)+\frac{h^{2}}{2} f^{\prime}\left(w_{k-1}\right) f\left(w_{k-1}\right) \\
& y_{k}=y_{k-1}+h\left(\alpha_{1} f\left(w_{k-1}\right)+\left(1-\alpha_{1}\right)\left(1-h f^{\prime}\left(w_{k}\right)\right) f\left(w_{k}\right)\right) \\
& +\frac{h^{2}}{2}\left(\alpha_{2} f^{\prime}\left(w_{k-1}\right) f\left(w_{k-1}\right)+\left(1-\alpha_{2}\right) f^{\prime}\left(w_{k}\right) f\left(w_{k}\right)\right) \\
& \text { end }
\end{align*}
$$

Remark 1. The shape of Algorithms (13) and (14) does not change for vectorvalued functions. In such a case, $f^{\prime}(y)$ denotes the Jacobian matrix of $f(y)$. We also recall that a non-autonomous system $y^{\prime}=f(t, y)$, with $y \in \mathbb{R}^{n}$, may be always recast as an autonomous system of the form $z^{\prime}=F(z)$, with $z \in \mathbb{R}^{n+1}$, by setting:

$$
z=\binom{y}{t} \quad \text { and } \quad F(z)=\binom{f(y)}{1}
$$

Modulo this transformation, the two algorithms above may also handle the nonautonomous case.

## 4. Convergence and stability analysis

The analysis of the integrator described in algorithm (14) will be carried out by interpreting $\Phi_{h}$ as a perturbation of $\widehat{\Phi}_{h}$. For this reason, we begin with stating some preliminary results pertaining to this latter formula.

Theorem 2. If the coefficients $\alpha_{1}$ and $\alpha_{2}$ satisfy

$$
\begin{equation*}
\alpha_{1}-\alpha_{2}=\frac{1}{3} \tag{15}
\end{equation*}
$$

the method $\widehat{\Phi}_{h}$ has order $p=3$. In addition, if the coefficients $\alpha_{1}$ and $\alpha_{2}$ are selected as

$$
\begin{equation*}
\alpha_{1}=\frac{5}{6}, \quad \alpha_{2}=\frac{1}{2} \tag{16}
\end{equation*}
$$

(thus also satisfying (15)), $\widehat{\Phi}_{h}$ becomes the standard fourth-order Taylor formula when applied to the linear problem $y^{\prime}=\lambda y, \lambda \in \mathbb{C}$, where $\mathbb{C}$ denotes the set of complex numbers.

Proof. The local truncation error associated with the method $\widehat{\Phi}_{h}$ at the first step is

$$
\begin{equation*}
\tau(h)=y\left(t_{0}+h\right)-\widehat{\Phi}_{h}\left(y_{0}\right)=\sum_{k \geq 0} \frac{y^{(k)}\left(t_{0}\right)}{k!} h^{k}-\widehat{\Phi}_{h}\left(y_{0}\right) \tag{17}
\end{equation*}
$$

assuming $f$ analytical. Thus, to estimate $\tau(h)$ we need to expand $\widehat{\Phi}_{h}\left(y_{0}\right)$ in powers of $h$. With reference to (13) with $k=1$, we consider the expansions

$$
\begin{aligned}
f\left(v_{1}\right)= & f\left(y_{0}+h f\left(y_{0}\right)+\frac{h^{2}}{2} f^{\prime}\left(y_{0}\right) f\left(y_{0}\right)\right) \\
= & f\left(y_{0}\right)+f^{\prime}\left(y_{0}\right)\left(h f\left(y_{0}\right)+\frac{h^{2}}{2} f^{\prime}\left(y_{0}\right) f\left(y_{0}\right)\right) \\
& +\frac{f^{\prime \prime}\left(y_{0}\right)}{2}\left(h f\left(y_{0}\right)+\frac{h^{2}}{2} f^{\prime}\left(y_{0}\right) f\left(y_{0}\right)\right)^{2}+O\left(h^{3}\right) \\
= & f\left(y_{0}\right)+h f\left(y_{0}\right) f^{\prime}\left(y_{0}\right) \\
& +\frac{h^{2}}{2}\left[f\left(y_{0}\right)\left(f^{\prime}\left(y_{0}\right)\right)^{2}+\left(f\left(y_{0}\right)\right)^{2} f^{\prime \prime}\left(y_{0}\right)\right]+O\left(h^{3}\right), \\
f^{\prime}\left(v_{1}\right)= & f^{\prime}\left(y_{0}+h f\left(y_{0}\right)+\frac{h^{2}}{2} f^{\prime}\left(y_{0}\right) f\left(y_{0}\right)\right) \\
= & f^{\prime}\left(y_{0}\right)+h f\left(y_{0}\right) f^{\prime \prime}\left(y_{0}\right) \\
& +\frac{h^{2}}{2}\left[f\left(y_{0}\right) f^{\prime}\left(y_{0}\right) f^{\prime \prime}\left(y_{0}\right)+\left(f\left(y_{0}\right)\right)^{2} f^{\prime \prime \prime}\left(y_{0}\right)\right]+O\left(h^{3}\right) .
\end{aligned}
$$

Plugging them into the equation in (13) defining $\hat{y}_{1}$ yields

$$
\begin{align*}
\widehat{\Phi}_{h}\left(y_{0}\right)= & \hat{y}_{1}=y_{0}+f\left(y_{0}\right) h+\frac{1}{2} f\left(y_{0}\right) f^{\prime}\left(y_{0}\right) h^{2}  \tag{18}\\
& +\frac{\alpha_{1}-\alpha_{2}}{2} f\left(y_{0}\right)\left(\left(f^{\prime}\left(y_{0}\right)\right)^{2}+f\left(y_{0}\right) f^{\prime \prime}\left(y_{0}\right)\right) h^{3}+O\left(h^{4}\right)
\end{align*}
$$

Inserting (18) into (17) and taking into account relations (7) we deduce that the method defined by $\widehat{\Phi}_{h}$ has order three if condition (15) is fulfilled. ${ }^{3}$

In the specific case where the problem is linear, namely $f(y)=\lambda y$ and hence $f^{(k)}(y)=\lambda^{k} y$, a direct computation based upon the previous argument shows that
$\tau(h)=\left(\frac{1}{3!}-\frac{\alpha_{1}}{2}+\frac{\alpha_{2}}{2}\right)(h \lambda)^{3} y_{0}+\left(\frac{1}{4!}+\frac{1}{4}-\frac{\alpha_{1}}{2}+\frac{\alpha_{2}}{4}\right)(h \lambda)^{4} y_{0}+\sum_{k \geq 5} \frac{y^{(k)}\left(t_{0}\right)}{k!} h^{k}$, and order four is achieved by imposing

$$
\left\{\begin{aligned}
\frac{\alpha_{1}}{2}-\frac{\alpha_{2}}{2} & =\frac{1}{3!} \\
\frac{\alpha_{1}}{2}-\frac{\alpha_{2}}{4} & =\frac{1}{4!}+\frac{1}{4}
\end{aligned}\right.
$$

which has solution (16).

[^4]More in general, method $\widehat{\Phi}_{h}$ has order four when applied to autonomous linear problems $y^{\prime}=A y+b$. Consequently, an increase of order is also experienced numerically for nonlinear problems when the dynamics takes place in a neighborhood of an equilibrium point where the Lyapunov first approximation theorem holds true (see Problem 2 in Section 5).

The linear stability analysis amounts to study the (global) asymptotic behavior of the sequence $\hat{y}_{n}=\widehat{\Phi}_{h}\left(\hat{y}_{n-1}\right)$ when the method is applied to the well-known linear test equation $y^{\prime}=\lambda y$, with $\lambda \in \mathbb{C}$. In such an event, as has been shown in Theorem 2, the method $\Phi_{h}$ is equivalent to the fourth order Taylor formula and, as a direct consequence, we can state the following result.
Corollary 1. Method $\widehat{\Phi}_{h}$ share the same linear stability properties of the fourthorder Taylor method.

More specifically, setting $q=h \lambda$, we have $\hat{y}_{n}=\widehat{R}(q)^{n} y_{0}$, where

$$
\widehat{R}(q)=\sum_{k=0}^{4} \frac{q^{k}}{k!}
$$

is the stability function. We recall that the region of absolute stability of a generic method providing a sequence $y_{n}$ when applied to the linear test equation, is defined as

$$
\mathcal{D}=\left\{q \in \mathbb{C}: y_{n} \rightarrow 0, \text { as } n \rightarrow \infty\right\}
$$

In our case, we see that $q \in \mathcal{D} \Leftrightarrow|\widehat{R}(q)|<1$.
We now move to the study of the method corresponding to the map $\Phi_{h}$, introduced in Section 3.2. In particular, we will take advantage of the results previously obtained for the method defined by $\widehat{\Phi}_{h}$, by regarding $\Phi_{h}$ as a perturbation of $\widehat{\Phi}_{h}$.

Lemma 1. Under the assumption (15), the sequences $\left(v_{k}, \hat{y}_{k}\right)$ and $\left(w_{k}, y_{k}\right)$ defined in algoritms (13) and (14) respectively, are related as

$$
\begin{equation*}
w_{k}=v_{k}+O\left(h^{4}\right), \quad y_{k}=\hat{y}_{k}+O\left(h^{4}\right), \quad \text { with } k=0,1, \ldots, N \tag{19}
\end{equation*}
$$

where $N$ is a positive constant integer, independent of $h$.
Proof. We use an induction argument on the index $k$. For $k=1$, (19) is obviously true since, by definition, (13) and (14) provide the same approximations $\left(w_{1}=v_{1}\right.$ and $\left.y_{1}=\hat{y}_{1}\right)$. Assume that property (19) holds true for $k-1$. From the proof of Theorem 2 we deduce that

$$
\begin{aligned}
\hat{y}_{k}= & \hat{y}_{k-1}+h f\left(\hat{y}_{k-1}\right)+\frac{h^{2}}{2} f\left(\hat{y}_{k-1}\right) f^{\prime}\left(\hat{y}_{k-1}\right) \\
& +\frac{h^{3}}{3!}\left(f\left(\hat{y}_{k-1}\right)\left(f^{\prime}\left(\hat{y}_{k-1}\right)\right)^{2}+\left(f\left(\hat{y}_{k-1}\right)\right)^{2} f^{\prime \prime}\left(\hat{y}_{k-1}\right)\right)+O\left(h^{4}\right),
\end{aligned}
$$

thus, comparing with the definition of $v_{k}$ in (13), we conclude that

$$
\begin{equation*}
\hat{y}_{k}-v_{k}=O\left(h^{3}\right), \quad \text { for any } k=0,1, \ldots \tag{20}
\end{equation*}
$$

Exploiting the induction hypothesis and (20), we finally get

$$
\begin{aligned}
w_{k}= & y_{k-1}+f\left(w_{k-1}\right) h+f\left(w_{k-1}\right) f^{\prime}\left(w_{k-1}\right) \frac{h^{2}}{2} \\
= & \hat{y}_{k-1}+O\left(h^{4}\right)+f\left(v_{k-1}+O\left(h^{4}\right)\right) h \\
& +f\left(v_{k-1}+O\left(h^{4}\right)\right) f^{\prime}\left(v_{k-1}+O\left(h^{4}\right)\right) \frac{h^{2}}{2} \\
= & \hat{y}_{k-1}+f\left(v_{k-1}\right) h+f\left(v_{k-1}\right) f^{\prime}\left(v_{k-1}\right) \frac{h^{2}}{2}+O\left(h^{4}\right) \\
= & v_{k}+O\left(h^{4}\right)
\end{aligned}
$$

and analogously

$$
\begin{aligned}
y_{k}= & \left.y_{k-1}+\left(\alpha_{1} f\left(w_{k-1}\right)+\left(1-\alpha_{1}\right)\left(1-h f^{\prime}\left(w_{k}\right)\right) f\left(w_{k}\right)\right)\right) h \\
& +\left(\alpha_{2} f^{\prime}\left(w_{k-1}\right) f\left(w_{k-1}\right)+\left(1-\alpha_{2}\right) f^{\prime}\left(w_{k}\right) f\left(w_{k}\right)\right) \frac{h^{2}}{2} \\
= & \hat{y}_{k-1}+O\left(h^{4}\right)+\left[\alpha_{1} f\left(v_{k-1}+O\left(h^{4}\right)\right)\right. \\
& \left.\left.+\left(1-\alpha_{1}\right)\left(1-h f^{\prime}\left(v_{k}+O\left(h^{4}\right)\right)\right) f\left(v_{k}+O\left(h^{4}\right)\right)\right)\right] h \\
& +\left[\alpha_{2} f^{\prime}\left(v_{k-1}+O\left(h^{4}\right)\right) f\left(v_{k-1}+O\left(h^{4}\right)\right)\right. \\
& \left.\quad+\left(1-\alpha_{2}\right) f^{\prime}\left(v_{k}+O\left(h^{4}\right)\right) f\left(v_{k}+O\left(h^{4}\right)\right)\right] \frac{h^{2}}{2} \\
= & \left.\hat{y}_{k-1}+\left(\alpha_{1} f\left(v_{k-1}\right)+\left(1-\alpha_{1}\right)\left(1-h f^{\prime}\left(v_{k}\right)\right) f\left(v_{k}\right)\right)\right) h \\
& +\left(\alpha_{2} f^{\prime}\left(v_{k-1}\right) f\left(v_{k-1}\right)+\left(1-\alpha_{2}\right) f^{\prime}\left(v_{k}\right) f\left(v_{k}\right)\right) \frac{h^{2}}{2}+O\left(h^{4}\right) \\
= & \left.\hat{y}_{k-1}+\left(\alpha_{1} f\left(\hat{y}_{k-1}+O\left(h^{3}\right)\right)+\left(1-\alpha_{1}\right)\left(1-h f^{\prime}\left(v_{k}\right)\right) f\left(v_{k}\right)\right)\right) h \\
& +\left[\alpha_{2} f^{\prime}\left(\hat{y}_{k-1}+O\left(h^{3}\right)\right) f\left(\hat{y}_{k-1}+O\left(h^{3}\right)\right)\right. \\
& \left.\quad+\left(1-\alpha_{2}\right) f^{\prime}\left(v_{k}\right) f\left(v_{k}\right)\right] \frac{h^{2}}{2}+O\left(h^{4}\right) \\
= & \left.\hat{y}_{k-1}+\left(\alpha_{1} f\left(\hat{y}_{k-1}\right)+\left(1-\alpha_{1}\right)\left(1-h f^{\prime}\left(v_{k}\right)\right) f\left(v_{k}\right)\right)\right) h \\
& +\left(\alpha_{2} f^{\prime}\left(\hat{y}_{k-1}\right) f\left(\hat{y}_{k-1}\right)+\left(1-\alpha_{2}\right) f^{\prime}\left(v_{k}\right) f\left(v_{k}\right)\right) \frac{h^{2}}{2}+O\left(h^{4}\right) \\
= & \hat{y}_{k}+O\left(h^{4}\right) .
\end{aligned}
$$

This completes the proof.
The following result then comes from standard computation, by letting now the integer $N$ in (19) to increase as $h$ decreases, under the constraint that $t=t_{0}+N h$ is a fixed time in the integration interval $\left[t_{0}, t_{f}\right]$.

Theorem 3. The method defined by the map $\Phi_{h}$ and described in algorithm (14) has order of convergence $p=3$, that is

$$
\begin{equation*}
\left|y_{N}-y(t)\right|=O\left(h^{3}\right), \quad \text { with } h=\frac{t-t_{0}}{N} \tag{21}
\end{equation*}
$$

We observe that a result analogous to (21) applies to the error $\left|y_{N}-\hat{y}_{N}\right|$ and consequently, unlike $\widehat{\Phi}_{h}$, the method $\Phi_{h}$ does not increase its order when applied to linear problems.

Concerning the linear stability analysis, the application of the method defined by $\Phi_{h}$ to the test equation $y^{\prime}=\lambda y$ yields

$$
\begin{aligned}
& w_{k}=y_{k-1}+q w_{k-1}+\frac{1}{2} q^{2} w_{k-1} \\
& y_{k}=y_{k-1}+\alpha_{1} q w_{k-1}+\left(1-\alpha_{1}\right) q(1-q) w_{k}+\frac{1}{2} \alpha_{2} q^{2} w_{k-1}+\frac{1}{2}\left(1-\alpha_{2}\right) q^{2} w_{k}
\end{aligned}
$$

or, in matrix form,

$$
\left(\begin{array}{cc}
1 & 0 \\
\left(1-\alpha_{1}\right) q(1-q)-\frac{1}{2}\left(1-\alpha_{2}\right) q^{2} & 1
\end{array}\right)\binom{w_{k}}{y_{k}}=\left(\begin{array}{cc}
q+\frac{1}{2} q^{2} & 1 \\
\alpha_{1} q+\frac{1}{2} \alpha_{2} q^{2} & 1
\end{array}\right)\binom{w_{k-1}}{y_{k-1}}
$$

Inverting the matrix at the left-hand side, we arrive at

$$
z_{k}=R(q) z_{k-1}
$$

with $z_{k}=\left(w_{k}, y_{k}\right)^{\top}$, and the real matrix $R(q)=\left(r_{i j}(q)\right)$ defined as

$$
\begin{align*}
& r_{11}(q)=\frac{q^{2}}{2}+q \\
& r_{12}(q)=1 \\
& r_{21}(q)=\left(\frac{\alpha_{1}}{2}+\frac{\alpha_{2}}{4}-\frac{3}{4}\right) q^{4}+\left(\frac{\alpha_{1}}{2}+\frac{\alpha_{2}}{2}-1\right) q^{3}+\left(\frac{\alpha_{2}}{2}-\alpha_{1}+1\right) q^{2}+\alpha_{1} q \\
& r_{22}(q)=\left(\alpha_{1}+\frac{\alpha_{2}}{2}-\frac{3}{2}\right) q^{2}+\left(1-\alpha_{1}\right) q+1 \tag{22}
\end{align*}
$$

Denoting by $\lambda_{1}(q)$ and $\lambda_{2}(q)$ the two eigenvalues of $R(q)$, it turns out that the absolute stability region of the method $\Phi_{h}$ is given by

$$
\mathcal{D}=\left\{q \in \mathbb{C}: \max _{i=1,2}\left|\lambda_{i}(q)\right|<1\right\} .
$$

Figure 1 displays the absolute stability regions related to methods $\widehat{\Phi}_{h}$ (i.e., for linear problems, the fourth order Taylor method), and $\Phi_{h}$ for the choice of parameters as in (16). The Taylor formula of order two has also been considered for comparison purposes.

## 5. Numerical illustrations

To get numerical evidence of the theoretical results presented above, we solve a few test problems by means of the methods defined at (13) and (14) and compare their performance with Taylor methods of order up to four. Such comparisons are carried out by evaluating the error in the numerical approximations at the end of the time integration interval $t_{f}$. As a reference solution against which to measure the obtained accuracy, we use the theoretical solution of the problem when available, or a very accurate numerical solution obtained in


Figure 1: Absolute stability region of method $\Phi_{h}$ compared with those corresponding to the Taylor methods of order 2, 3, and 4.

Matlab with the aid of a solver in the ODE suite. For a $m$-dimensional problem, we use the following mixed-type error

$$
\begin{equation*}
E=\max _{1 \leq i \leq m} \frac{\left|y^{(i)}\left(t_{f}\right)-y_{N}^{(i)}\right|}{1+\left|y^{(i)}\left(t_{f}\right)\right|} \tag{23}
\end{equation*}
$$

where $y^{(i)}\left(t_{f}\right)$ denotes the $i$ th component of the reference solution evaluated at time $t_{f}$ and $y_{N}^{(i)}$ is the corresponding numerical approximation $\left(t_{f}=t_{0}+N h\right)$.

Both the Infinity Computer and analytic differentiation lead to an accurate approximation of the derivatives, thus yielding equivalent results. Consequently, we do not provide comparisons between these two different implementation procedures.

### 5.1. Problem 1

Consider the scalar (non-autonomous) initial value problem

$$
\left\{\begin{array}{l}
y^{\prime}=\frac{\cos (\pi t)}{1+y}, \quad t \in[0, \pi]  \tag{24}\\
y(0)=0
\end{array}\right.
$$

admitting solution

$$
y(t)=\sqrt{\frac{2}{\pi} \sin (\pi t)+1}-1
$$

We solve problem (24) for decreasing values of the stepsize $h$

$$
h_{n}=\frac{h_{0}}{2^{n}}, \quad \text { with } \quad h_{0}=\frac{\pi}{20}, \quad \text { and } \quad n=0,1,2, \ldots, 9
$$

and compare the numerical approximations at the end of the time interval with the exact one, according to formula (23). Figure 2 summarizes the obtained results. As is expected, the errors produced by the new methods $\Phi_{h}$ and $\widehat{\Phi}_{h}$ decay


Figure 2: Problem 1. Errors versus stepsize.
with order three with respect to the stepsize. Though avoiding the computation of $y^{\prime \prime}(t)$, the performance of both methods is analogous to the third-order Taylor formula. It is worth noting that the implementation of method $\Phi_{h}$ requires precisely the same computational cost as the second-order Taylor formula, but achieving much better results (see Figure 2).

As was emphasized in the introduction, if the two methods are implemented on the Infinity Computer, the user may avoid to provide the analytic expression of the derivative $f^{\prime}(y)$, which is instead obtained with the aid of the first order difference formula

$$
\begin{equation*}
f^{\prime}(y) \approx \frac{f(y+\delta)-f(y)}{\delta} \tag{25}
\end{equation*}
$$

by setting $\delta=1^{-1}$. Of course, in case of vector or non-autonomous systems, a formula equivalent to (25) is used to evaluate the first partial derivatives of the Jacobian matrix (see Remark 1). We recall that this choice yields the exact value of $f^{\prime}(y)$ up to machine precision. Therefore, as a further experiment, it makes sense to see how a numerical approximation of the derivatives corresponding to decreasing values of the parameter $\delta$, now taken as a positive real number in the standard arithmetic, may affect the overall behavior of the integrator, as compared to the choice $\delta=(1)^{-1}$, also considering that for all these choices, including the latter one, the computational effort remains unchanged.

In Figure 3, we compare the performance of method $\Phi_{h}$, for $\delta=10^{-5}, 10^{-7}$, $10^{-9}, 10^{-11}, 10^{-13}$, and $\delta=(1)^{-1}$. Inside the range of the prescribed stepsizes, we see that choosing a value of $\delta$ not sufficiently small results in an eventual loss of convergence rate. As an example, for $\delta=10^{-5}$ this happens when $h$ becomes as small as $10^{-3}$ (solid line with asterisks in the picture). This simply means that, for $h<10^{-3}$, the derivatives are not accurately computed and a smaller value of $\delta$ is then required to recover the order three convergence rate. Improvements are in fact obtained by reducing the value of $\delta$ to $10^{-7}$ and $10^{-9}$.


Figure 3: Problem 1. Errors generated by method $\Phi_{h}$ for different choices of the parameter $\delta$ to approximate the required derivatives of $f$, according to formula (25).

Contrary to what is expected, a further reduction of the discretization step $\delta$ in (25) results in a loss of efficiency: for $\delta=10^{-13}$ the performance of the method is poorer than for the largest value considered. The reason is that approximating the derivative by means of formulae such as (25) may lead to an ill-conditioned problem for small values of the parameter $\delta$ due to cancelation issues related to the difference at numerator. Table 1 reports the errors in the approximation of $y^{\prime \prime}=f^{\prime}(y) f(y)$ in the last computed point, obtained by replacing $f^{\prime}\left(w_{n}\right)$ with the corresponding first order difference formula (see (7) and (14)). A loss of significant digits is experienced starting from $\delta=10^{-9}$, independently of the stepsize $h$ used. This unpleasant outcome is an effect of the use of finite arithmetic, and is responsible for the eventual order reduction phenomenon inferred from Figure 3 and discussed above.

This is not the case when the same computation is carried out on the Infinity Computer. In fact, while the computer representation of $x \pm \delta$, with $x$ a floating point number and $\delta \in \mathbb{R}$, produces an error, the quantities $x \pm(1)$ are precisely represented and thus do not give rise to any digit cancelation phenomenon. For completeness, we also report, in Figure 4, the result obtained by approximating the first derivative by means of the second order difference formula

$$
\begin{equation*}
f^{\prime}(y) \approx \frac{f(y+\delta)-f(y-\delta)}{2 \delta} \tag{26}
\end{equation*}
$$

which is more frequently used by codes when a numerical evaluation of the Jacobian matrix $f^{\prime}(y)$ is required. ${ }^{4}$ We can see that an analogous reduction

[^5]| $\delta$ | $10^{-5}$ | $10^{-7}$ | $10^{-9}$ | $10^{-11}$ | $10^{-13}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $h$ |  |  |  |  |  |
| $\pi / 2^{4}$ | $2.36 \mathrm{e}-05$ | $2.37 \mathrm{e}-07$ | $2.61 \mathrm{e}-08$ | $1.00 \mathrm{e}-05$ | $1.56 \mathrm{e}-03$ |
| $\pi / 2^{5}$ | $3.86 \mathrm{e}-05$ | $3.87 \mathrm{e}-07$ | $1.92 \mathrm{e}-08$ | $2.57 \mathrm{e}-06$ | $1.57 \mathrm{e}-03$ |
| $\pi / 2^{6}$ | $5.39 \mathrm{e}-05$ | $5.35 \mathrm{e}-07$ | $1.19 \mathrm{e}-07$ | $3.87 \mathrm{e}-05$ | $2.33 \mathrm{e}-03$ |
| $\pi / 2^{7}$ | $6.77 \mathrm{e}-05$ | $6.80 \mathrm{e}-07$ | $3.68 \mathrm{e}-07$ | $3.64 \mathrm{e}-05$ | $1.80 \mathrm{e}-03$ |
| $\pi / 2^{8}$ | $5.99 \mathrm{e}-05$ | $6.01 \mathrm{e}-07$ | $4.17 \mathrm{e}-07$ | $1.86 \mathrm{e}-05$ | $2.96 \mathrm{e}-03$ |
| $\pi / 2^{9}$ | $5.65 \mathrm{e}-05$ | $5.58 \mathrm{e}-07$ | $3.35 \mathrm{e}-07$ | $4.28 \mathrm{e}-05$ | $7.18 \mathrm{e}-03$ |
| $\pi / 2^{10}$ | $5.49 \mathrm{e}-05$ | $5.43 \mathrm{e}-07$ | $4.55 \mathrm{e}-07$ | $4.44 \mathrm{e}-05$ | $5.76 \mathrm{e}-03$ |
| $\pi / 2^{11}$ | $5.41 \mathrm{e}-05$ | $5.35 \mathrm{e}-07$ | $2.93 \mathrm{e}-07$ | $3.59 \mathrm{e}-05$ | $1.66 \mathrm{e}-04$ |
| $\pi / 2^{12}$ | $5.37 \mathrm{e}-05$ | $5.38 \mathrm{e}-07$ | $4.63 \mathrm{e}-07$ | $2.05 \mathrm{e}-05$ | $4.60 \mathrm{e}-04$ |
| $\pi / 2^{13}$ | $5.35 \mathrm{e}-05$ | $5.37 \mathrm{e}-07$ | $5.23 \mathrm{e}-07$ | $3.45 \mathrm{e}-05$ | $2.46 \mathrm{e}-03$ |
| $\pi / 2^{14}$ | $5.35 \mathrm{e}-05$ | $5.28 \mathrm{e}-07$ | $2.14 \mathrm{e}-07$ | $4.62 \mathrm{e}-05$ | $6.34 \mathrm{e}-03$ |
| $\pi / 2^{15}$ | $5.34 \mathrm{e}-05$ | $5.30 \mathrm{e}-07$ | $1.50 \mathrm{e}-07$ | $5.17 \mathrm{e}-05$ | $7.17 \mathrm{e}-03$ |
| $\pi / 2^{16}$ | $5.34 \mathrm{e}-05$ | $5.28 \mathrm{e}-07$ | $3.69 \mathrm{e}-07$ | $5.51 \mathrm{e}-05$ | $5.84 \mathrm{e}-03$ |
| $\pi / 2^{17}$ | $5.34 \mathrm{e}-05$ | $5.27 \mathrm{e}-07$ | $3.22 \mathrm{e}-07$ | $3.87 \mathrm{e}-05$ | $2.70 \mathrm{e}-03$ |

Table 1: Errors in the approximation of $y^{\prime \prime}$ in the last computed point, generated by replacing $f^{\prime}$ with the corresponding first order difference formula (25).
of order takes place in this case as well. This means that the loss of accuracy cannot be prevented by improving the accuracy of the discretization formula, but is an unavoidable outcome of the standard floating-point arithmetic.

### 5.2. Problem 2

In Theorem 2 we have shown the special feature of method $\widehat{\Phi}_{h}$ to become a fourth order formula, actually the fourth order Taylor formula, when applied to a linear problem. One may argue that the performance of the method may benefit from this property even when applied to nonlinear systems whose dynamics takes place in a neighborhood of an equilibrium point. To illustrate this aspect, we consider the dynamics of a pendulum under influence of gravity. Using Lagrangian mechanics, its motion can be described by the dimensionless nonlinear equation

$$
\left\{\begin{array}{l}
y_{1}^{\prime}=y_{2},  \tag{27}\\
y_{2}^{\prime}=-\sin y_{1},
\end{array}\right.
$$

where $y_{1}$ is the angle that the pendulum forms with its stable rest position, and $y_{2}$ is the angular velocity. In case of small amplitude oscillations around the equilibrium point $\left(y_{1}, y_{2}\right)=(0,0)$, the problem may be well described by its linearized version, namely the so called harmonic oscillator $y_{1}^{\prime \prime}+y_{1}=0$, obtained through the approximation $\sin y_{1} \approx y_{1}$. We compare the behavior of methods $\widehat{\Phi}_{h}$ and $\Phi_{h}$ with Taylor methods of order 2,3 and 4 for the following decreasing values of stepsize:

$$
h_{n}=\frac{h_{0}}{2^{n}}, \quad \text { with } \quad h_{0}=\frac{\pi}{5}, \quad \text { and } \quad n=0,1,2, \ldots, 7
$$



Figure 4: Problem 1. Errors generated by method $\Phi_{h}$ for different choices of the parameter $\delta$ to approximate the required derivatives of $f$, according to formula (26).

We use $\left[t_{0}, t_{f}\right]=[0,2 \pi]$ as integration interval and the two initial conditions $y_{0}=(0.5,0)^{\top}$ and $y_{0}=(1,0)^{\top}$ to simulate the system under the circumstance that the nonlinear part of (27) may be neglected or not.

Figure 5 summarizes the results. The picture at the top shows the error (23) versus the stepsize, when the pendulum undertakes mild oscillations so that its dynamic is essentially equivalent to that of a harmonic oscillator. We see that, in accord with Theorem 2, the behavior of method $\widehat{\Phi}_{h}$ is precisely the same as that of the fourth-order Taylor method, while $\Phi_{h}$ displays order three and yields errors similar to the corresponding Taylor formula. In the bottom picture in Figure 5 we show the results obtained after doubling the amplitude of oscillations of the pendulum. We see that, in this case, the nonlinear part of the vector field is no longer negligible even though the benefits of the order four do not completely evaporate. In fact, for large stepsizes, the behavior of method $\widehat{\Phi}_{h}$ and the Taylor method of order four is again quite similar and both methods produce comparable errors. As the stepsize decreases, the accuracy curve associated with method $\Phi_{h}$ departs from the order four slope and eventually reveals an error reduction rate typical of a third-order method.

## 6. Conclusions

We have introduced two one-step multi-point methods, based on the Taylor expansion, for the numerical solution of initial value problems. Both convergence and linear stability analysis suggest that the new formulae are competitive with respect to the corresponding Taylor formulae. In particular, both integrators are order three accurate, though requiring only the first two derivatives of $y(t)$.


Figure 5: Problem 2. Errors versus stepsize.

The Infinity Computer, thanks to its ability of handling numerically both infinities and infinitesimals, has been proposed to compute the required derivatives as an alternative tool with respect to numeric and automatic differentiation. The numerical experiments show the good performance of the new methods as compared with the Taylor formula of order three. Furthermore, their implementation on the Infinity Computer avoids possible conditioning issues associated with the use of divided differences during the computation of the derivatives.

The presented approach leaves room to a number of possible investigations. For example, one can choose one or more free coefficients to confer some specific geometric properties on the resulting methods. This possibility has already been researched in the recent past (see, for example, $[7,8,6]$ ) and could make the formulae appropriate for solving conservative problems, such as Hamiltonian systems. As a further example, it is possible to associate with the proposed methods a stiffness detection strategy with a suitable mesh selection strategy, as suggested in [23] for explicit Runge-Kutta methods. These aspects will be faced in a future research.
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