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ABSTRACT. In this paper we survey some recent results concerning the asymptotic behaviour of the iterates of a
single Markov operator or of a sequence of Markov operators. Among other things, a characterization of the con-
vergence of the iterates of Markov operators toward a given Markov projection is discussed in terms of the involved
interpolation sets.

Constructive approximation problems for strongly continuous semigroups of operators in terms of iterates are also
discussed. In particular we present some simple criteria concerning their asymptotic behaviour.

Finally, some applications are shown concerning Bernstein-Schnabl operators on convex compact sets and
Bernstein-Durrmeyer operators with Jacobi weights on the unit hypercube. A final section contains some sugges-
tions for possible further researches.

Keywords: Markov operator, Iterate of Markov operators, Markov semigroup, Approximation of semigroups,
Bernstein-Schnabl operator, Bernstein-Durrmeyer operator with Jacobi weights.

2010 Mathematics Subject Classification: 41A36, 47A35, 47D07.

1. INTRODUCTION

In this paper we survey some recent results concerning the asymptotic behaviour of the iterates
of a single Markov operator or of a sequence of Markov operators.
Such problems are connected with ergodic theory and, in particular with ergodic theorems.
Iterates of sequences of Markov operators are also involved in the constructive approxima-
tion of strongly continuous semigroups of operators and, hence, of the solutions to the initial-
boundary value differential problems governed by them.
Among other things, a characterization of the convergence of the iterates of Markov operators
toward a given Markov projection is discussed in terms of the involved interpolation sets.
The usefulness of the approximation in terms of iterates, of strongly continuous semigroups
of operators is enlightened by discussing some qualitative properties of them as well as their
limit behaviour.
Finally, some applications are shown concerning Bernstein-Schnabl operators on convex com-
pact sets and Bernstein-Durrmeyer operators with Jacobi weights on the unit hypercube. A
final section contains some suggestions for possible further researches. For more details about
the results which are discussed in this paper we refer to [2], [4] and [5] and the references
therein.
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2. PRELIMINARIES AND NOTATION

Given a compact metric space X , we shall denote by C(X) the linear space of all real-valued
continuous functions on X endowed with the supremum norm

(2.1) ||f ||∞ := sup
x∈X
|f(x)| (f ∈ C(X))

and the pointwise ordering, with respect to which it is a Banach lattice.
Let BX be the σ-algebra of all Borel subsets of X and denote byM+(X) (resp., M+

1 (X)) the
subset of all Borel measures (resp. the subset of all probability Borel measures) on X .
The symbol M+(X) (resp., M+

1 (X)) designates the subset of all positive linear functionals on
C(X) (resp. the subset of all positive linear functionals µ : C(X) → R such that µ(1) = 1, 1
denoting the constant function with constant value 1).
By the Riesz representation theorem (see, e.g., [12, Section 29]), if µ ∈ M+(X) (resp. µ ∈
M+

1 (X)), then there exists a unique (regular) Borel measure µ̃ ∈ M+(X) (resp., in M+
1 (X))

such that

(2.2) µ(f) =

∫
X

f dµ̃ for every f ∈ C(X).

Moreover, ‖µ‖ = µ̃(X).
Consider a given Markov operator T : C(X) → C(X), i.e., T is positive and T (1) = 1. In the
sequel a special role will be played by the subset of interpolation points of T which is defined
by

(2.3) ∂TX := {x ∈ X | T (f)(x) = f(x) for every f ∈ C(X)},
and its possible representation by means of suitable functions.

Given a linear subspace H of C(X), its Choquet boundary ∂HX is the subset of all points
x ∈ X such that, if µ ∈M+(X) and if µ(h) = h(x) for every h ∈ H , then µ(f) = f(x) for every
f ∈ C(X).
If H contains the constants and separates the points of X , then the Choquet boundary is non
empty.
Given a Markov operator T : C(X)→ C(X), we shall set

(2.4) M := {h ∈ C(X) | T (h) = h}.
Clearly, M is contained in the range of T which will be also denoted by

(2.5) H := T (C(X)) = {T (f) | f ∈ C(X)}.
The subspace M contains the constants and hence, if it separates the points of X , then its
Choquet boundary ∂MX is not empty.

Theorem 2.1. Assume that the subspace M defined above separates the points of X . Then

∅ 6= ∂MX ⊂ ∂TX ⊂ ∂HX.
Moreover, if V is an arbitrary subset of M separating the points of X , then

∂TX = {x ∈ X | T (h2)(x) = h2(x) for every h ∈ V }.
Finally, if (hn)n≥1 is a finite or countable family of the linear subspace generated by V , separating the

points of X and such that the series Φ :=
∞∑
n=1

h2
n is uniformly convergent, then Φ ≤ T (Φ) and

∂TX = {x ∈ X | T (Φ)(x) = Φ(x)}.
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For a proof of Theorem 2.1 we refer to [2, Theorem 2.1]) (see also [5, Theorem 1.3.1]).
As a particular case of the result above, consider a compact subset X of Rd, d ≥ 1. For every
i = 1, . . . , d denote by pri the ith coordinate function on X , i.e., pri(x) := xi for every x =
(x1, . . . , xd) ∈ X , and set

Φd :=

d∑
i=1

pr2
i = ‖ · ‖2,

where ‖ · ‖ stands for the Euclidean norm on Rd.

Corollary 2.1. Given a Markov operator T : C(X) → C(X) such that T (pri) = pri for every
i = 1, . . . , d, then Φd ≤ T (Φd) and

∂TX = {x ∈ X | T (Φd)(x) = Φd(x)}.

3. CONVERGENCE CRITERIA FOR NETS OF POSITIVE LINEAR OPERATORS

In this section we discuss some general criteria concerning the convergence of nets (generalized
sequences) of positive linear operators. The results seem to have an own independent interest
and they can be considered as Korovkin-type theorems with respect to a limit operator which is
an arbitrary positive linear operator rather then the identity operator. For additional Korovkin-
type theorems, we refer, e.g., to [1], [3] and the references therein.
For a given Markov operator T : C(X) → C(X), we proceed to state a criterion in terms
of the subset ∂TX defined by (2.3), which concerns the convergence of nets of positive linear
operators toward a positive linear operator S : C(X)→ C(X) such that S ◦ T = S.
In the subsequent section we shall use this result in order to investigate the asymptotic be-
haviours of iterates of Markov operators.

Theorem 3.2. Let T : C(X) → C(X) be a Markov operator such that the subset ∂TX is non empty
and assume that there exists Ψ ∈ C(X), Ψ ≥ 0, such that ∂TX = {x ∈ X | Ψ(x) = 0} (for example
Ψ = T (Φ)− Φ as in Theorem 2.1).
Consider a net (Li)

≤
i∈I of positive linear operators from C(X) into itself such that

(i) (Li(1)≤i∈I is pointwise bounded (resp. uniformly bounded) on X .
(ii) lim

i∈I
≤Li(Ψ) = 0 pointwise (resp., uniformly) on X .

Then, lim
i∈I
≤Li(T (f)− f) = 0 pointwise (resp., uniformly) on X for every f ∈ C(X).

Accordingly, if S : C(X)→ C(X) is a positive linear operator and if Li(T (f))≤i∈I converges pointwise
(resp., uniformly) on X to S(f) for every f ∈ C(X), then

lim
i∈I
≤Li(f) = S(f)

pointwise (resp., uniformly) on X for every f ∈ C(X). In particular, S ◦ T = S.

As a special case of Theorem 3.2 we get the following Korovkin-type result.

Corollary 3.2. Let T : C(X) → C(X) be a Markov operator such that the subspace M defined by
(2.4) separates the points of X . Furthermore, set H := T (C(X)) and consider Φ ∈ C(X) such that
Φ ≤ T (Φ) and ∂TX = {x ∈ X | T (Φ)(x) = Φ(x)}.
Given a Markov operator S : C(X)→ C(X) such that S ◦ T = S, if (Li)

≤
i∈I is a net of positive linear

operators from C(X) into itself and if lim
i∈I
≤Li(h) = S(h) pointwise (resp., uniformly) on X for every

h ∈ H ∪ {Φ}, then lim
i∈I
≤Li(f) = S(f) pointwise (resp., uniformly) on X for every f ∈ C(X).
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The proofs of Theorem 3.2 and its subsequent Corollary 3.2 can be found in [2, Theorem 2.5 and
Corollary 2.7]). Note also that it can be applied, e.g., for S = T or for S = λT (λ ∈ C(X), 0 ≤ λ)
provided T is a Markov projection, i.e. T ◦ T = T .
An application of Corollary 3.2 will be shown in the subsequent Section 4 (see Theorem 5.8).
The next result can be useful to study the behaviour of nets of positive linear operators when
the limit operator is unknown. It generalizes Theorem 2 of [19]. For its proof we refer to [10,
Proposition 3.7]. In the same paper further remarks and applications can be found.
Let (E, ‖·‖) be a Banach space of real-valued functions defined on a convex subsetX of a locally
convex space. Assume that the space E, endowed with its norm and the pointwise order, is a
Banach lattice.

Proposition 3.1. Let (Li)
≤
i∈I be a net of positive linear operators from E into itself and assume that for

every convex function ϕ ∈ E, the net (Li(ϕ))≤i∈I is decreasing (resp., increasing).
Furthermore, assume that for some convex function u ∈ E, the net (Li(u))≤i∈I is convergent inE. Then,
setting

A(u) := { g ∈ E |There exists λ ≥ 0 such thatλu− g andλu+ g are convex},
the net (Li(f))≤i∈I is convergent in E for every f ∈ A(u).
Therefore, ifA(u) is dense inE and sup

i∈I, i0≤i
‖Li‖ < +∞ for some i0 ∈ I , then (Li(f))≤i∈I is convergent

in E for every f ∈ E.

Note that, if X is a real interval and the convex function u belongs to C2(X), then { f ∈ E ∩
C2(X) | |f ′′| ≤ λu′′ for someλ ≥ 0 } ⊂ A(u). In particular, if α := min

X
u′′(x) > 0, then {f ∈

E ∩ C2(X)| f ′′ bounded} ⊂ A(u), since |f ′′| ≤ ‖f
′′‖
α

u′′ for every f ∈ E ∩ C2(X), f ′′ bounded.

Moreover, if 1 ∈ E and a net (Li)
≤
i∈I satisfies the assumptions of Proposition 3.1, then the

net (Li(1))≤i∈I is constant. Therefore, if E is a closed linear subspace of bounded continuous
functions on X , equipped with the uniform norm, the net (Li)

≤
i∈I is equibounded as well.

If X is a compact real interval, Proposition 3.1 applies in particular for E = C(X) and u ∈
C2(X) satisfying min

X
u′′(x) > 0.

Corollary 3.3. Given a compact real interval X , let (Ln)n≥1 be a sequence of positive linear operators
from C(X) into itself and assume that for every convex function ϕ ∈ C(X), the sequence (Ln(ϕ))n≥1

is decreasing (resp., increasing).
Further assume that for some convex function u ∈ C2(X) satisfying min

X
u′′(x) > 0, the sequence

(Ln(u))n≥1 is uniformly convergent. Then for every f ∈ C(X), the sequence (Ln(f))n≥1 is uniformly
convergent.

For a multidimensional version of the above result we refer to [18, Theorem 2.2].

4. ASYMPTOTIC BEHAVIOUR OF ITERATES OF MARKOV OPERATORS

In this section we discuss some results concerning the asymptotic behaviour of iterates of
Markov operators. For other additional results about this subject we refer, e.g., to [15, The-
orem 1], [16, Theorem 3.1], [17, Theorem 1] and [23, Theorem 2.2].
Let X be a compact metric space and consider two Markov operators S : C(X) → C(X) and
T : C(X) → C(X) such that the subspace M := {h ∈ C(X) | T (h) = h} separates the points
of X .
If S ◦ T = T , then

M ⊂ H := T (C(X)) ⊂ {h ∈ C(X) | S(h) = h}
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and hence
∅ 6= ∂MX ⊂ ∂TX ⊂ ∂HX ⊂ ∂SX.

The proof of the next result is based on Theorem 3.2. For more details we refer to [2, Theorem
3.1]).
As usual, if S : C(X)→ C(X) is a linear operator, the iterates Sn, n ≥ 1, are defined recursively
by S1 := S and Sn+1 := S ◦ Sn.

Theorem 4.3. Let S : C(X)→ C(X) and T : C(X)→ C(X) be Markov operators and assume that
the subspace M := {h ∈ C(X) | T (h) = h} separates the points of X . Then the following statements
are equivalent:

(a) limn→∞ Sn(f) = T (f) uniformly on X for every f ∈ C(X).
(b) limn→∞ Sn(f) = T (f) pointwise on X for every f ∈ C(X).
(c) S ◦ T = T and ∂SX ⊂ ∂TX , i.e., for every x ∈ X�∂TX there exists f ∈ C(X) such that

S(f)(x) 6= f(x).
(d) S ◦T = T and for every sequence (hn)n≥1 inM separating the points ofX , such that the series

Φ :=
∞∑
n=1

h2
n is uniformly convergent on X , one gets Φ ≤ S(Φ) and

{x ∈ X | S(Φ)(x) = Φ(x)} ⊂ ∂TX.
(e) There exists Φ ∈ C(X) such that Φ ≤ S(Φ) and

{x ∈ X | S(Φ)(x) = Φ(x)} ⊂ ∂TX.
Moreover, if one of the statements above holds true, then T ◦S = T , T necessarily is a Markov projection,
i.e., T ◦ T = T , and

∂TX = ∂SX = ∂HX.

It is not devoid of interest to point out that, if T : C(X) → C(X) is a Markov projection
whose range separates the points of X , considering an arbitrary function Φ ∈ C(X) such that
Φ ≤ T (Φ) and ∂HX = {x ∈ X | T (Φ)(x) = Φ(x)}, then an example of a Markov operator
S : C(X) → C(X) satisfying statement (c) of Theorem 4.3 is S := λT + (1 − λ)I , where I
denotes the identity operator on C(X) and λ ∈ C(X) satisfies 0 < λ(x) ≤ 1 for every x ∈ X .
Below we show some applications of the results we have just described.

4.1. The Poisson operator associated with the classical Dirichlet problem. Consider a
bounded open subset Ω of Rd, d ≥ 2, which we assume to be regular in the sense of poten-
tial theory (see, e.g., [3, Section 2.6]) and denote by H(Ω) the subspace of all u ∈ C(Ω) which
are harmonic on Ω.
Thus, for every f ∈ C(Ω) there exists a unique uf ∈ H(Ω) such that uf |∂Ω = f |∂Ω, i.e., uf is the
unique solution to the Dirichlet problem

4u :=
d∑
i=1

∂2u
∂x2

i
= 0 on Ω,

u|∂Ω = f |∂Ω

(u ∈ C(Ω) ∩ C2(Ω)).

For instance, each bounded convex open subset of Rd is regular. Consider the Poisson operator
T : C(Ω)→ C(Ω) defined by

(4.6) T (f) := uf (f ∈ C(Ω))

The operator T is a positive projection whose range is H(Ω). Moreover,

∂H(Ω)Ω = ∂TΩ = ∂Ω.
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A direct application of Theorem 4.3 gives the following result.

Corollary 4.4. Let Ω be a regular bounded open subset of Rd, d ≥ 2, and consider the Poisson operator
T : C(Ω)→ C(Ω) defined by (4.6).
Furthermore, consider a Markov operator S : C(Ω) → C(Ω) such that S(u) = u for every u ∈ H(Ω)

and assume that ∂SΩ = ∂Ω, i.e.,

for every x ∈ Ω there exists f ∈ C(Ω) such that S(f)(x) 6= f(x).

Then
lim
n→∞

Sn(f) = T (f)

uniformly on Ω for every f ∈ C(Ω).

Moreover, combining Corollaries 3.2 and 2.1, we also get the following result which might be
useful to approximate the Poisson operator.

Corollary 4.5. If (Li)
≤
i∈I is a net of positive linear operators from C(Ω) into itself and if lim

i∈I
≤Li(h) =

T (h) pointwise (resp., uniformly) on Ω for every h ∈ H(Ω)∪ {Φd}, then lim
i∈I
≤Li(f) = T (f) pointwise

(resp., uniformly) on Ω for every f ∈ C(Ω).

4.2. Bernstein-Schnabl operators on convex compact subsets. Consider a metrizable convex
compact subset K (of some locally convex Hausdorff space) and denote by A(K) the linear
subspace of all real-valued continuous affine functions on K.
Consider a positive linear projection T : C(K)→ C(K) such that

(4.7) A(K) ⊂ H := T (C(K)) = {f ∈ C(K) | T (f) = f}

and

(4.8) hz,α ∈ H for every z ∈ K,α ∈ [0, 1], h ∈ H,

where

(4.9) hz,α(x) := h(αx+ (1− α)z) (x ∈ K).

For instance, if Ω is a bounded open convex subset of Rd, d ≥ 2, then the Poisson operator
defined by (4.6) is a positive projection satisfying (4.7) and (4.8).
We also recall that, if K is a Bauer simplex (see, e.g., [3, Section 5.1] and [5, Section 1.1.3])(for
instance, finite dimensional simplices are Bauer simplices), then there exists a unique positive
linear projection T : C(K)→ C(K) such that

T (C(K)) = A(K).

The projection T is often referred to as the canonical positive projection associated with K.
Actually, for every f ∈ C(K), T (f) is the unique function in A(K) that coincides with f on the
subset ∂eK of the extreme points of K. Clearly, T satisfies (4.8) as well and

∂TK = ∂eK.

In the finite dimensional case, considering the canonical simplex

Kd :=

{
(x1, . . . , xd) ∈ Rd | xi ≥ 0 for every i = 1, . . . , d and

d∑
i=1

xi ≤ 1

}
.
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and setting v0 := (0, . . . , 0), v1 := (1, 0, . . . , 0), . . . , vd := (0, . . . , 0, 1), then the canonical Markov
projection Td : C(Kd) −→ C(Kd) associated with Kd, is defined by

(4.10) Td(f)(x) :=

(
1−

d∑
i=1

xi

)
f(v0) +

d∑
i=1

xif(vi)

(f ∈ C(Kd), x = (x1, . . . , xd) ∈ Kd).
When K = [0, 1], then the canonical projection is,indeed, the Markov operator T1 : C([0, 1]) →
C([0, 1]) defined by

(4.11) T1(f)(x) = (1− x)f(0) + xf(1)

(f ∈ C([0, 1]), x ∈ [0, 1]).
For several other examples we refer to [3, Section 3.3] and [5, Chapter 3].
Coming back to a general positive linear projection T : C(K)→ C(K) satisfying (4.7) and (4.8),
let S : C(K)→ C(K) be another positive linear operator such that

(4.12) S(h) = h for every h ∈ H

and

(4.13) ∂SK = ∂TK.

Let (µ̃Sx )x∈K be the unique family inM+
1 (K) such that

S(f)(x) =

∫
K

f dµ̃Sx (f ∈ C(K), x ∈ K).

For every n ≥ 1, x ∈ K, and f ∈ C(K), set

(4.14) Bn(f)(x) =

∫
K

· · ·
∫
K

f
(x1 + · · ·+ xn

n

)
dµ̃Sx (x1) · · · dµ̃Sx (xn).

By the continuity property of the product measure it follows that Bn(f) ∈ C(K). Moreover,
B1 = S.
The positive linear operator Bn : C(K) → C(K) is referred to as the n-th Bernstein-Schnabl
operator associated with the positive linear operator S.
For special choices of the convex compact subset K and of the operator S, these operators turn
into the classical Bernstein operators on the unit interval, the unit d-dimensional hypercube
and the d-dimensional simplex (see, e.g., [3, Section 6.1] and [5, Chapter 3]).
First, we point out that, by using a general Korovkin-type approximation theorem, it is possible
to show that

(4.15) lim
n→∞

Bn(f) = f uniformly on K for every f ∈ C(K)

(see [5, Theorem 3.2.1]).
Let (un)n≥1 be an arbitrary (finite or countable) sequence in A(K) separating the point of K

and such that the series Φ :=
∞∑
n=1

u2
n is uniformly convergent on K.

Therefore, Φ ≤ T (Φ) and

∂HK = ∂TK = {x ∈ K | T (Φ)(x) = Φ(x)}.

Accordingly, Bn(Φ) = 1
nS(Φ) + n−1

n Φ, so that, for every x ∈ K,

Bn(Φ)(x)− Φ(x) = 0 if and only if S(Φ)(x)− Φ(x) = 0,
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i.e.,

∂TX = {x ∈ X | Bn(Φ)(x) = Φ(x)}

and Φ ≤ Bn(Φ). Thus all the assumptions of part (e) of Theorem 4.3 are satisfied and hence we
get that

Theorem 4.4. Under the preceeding hypotheses, for every n ≥ 1,

lim
m→∞

Bmn (f) = T (f)

uniformly on K for every f ∈ C(K).
In particular, for n = 1,

lim
m→∞

Sm(f) = T (f)

uniformly on K for every f ∈ C(K).

The following special cases of Theorem 4.4 are worthy to be mentioned separately.

Corollary 4.6. Consider a metrizable Bauer simplex K and denote by T the canonical projection asso-
ciated with K. Let S : C(K) → C(K) be a Markov operator such that S(u) = u for every u ∈ A(K)
and ∂SK = ∂eK, i.e., for every x ∈ K�∂eK there exists f ∈ C(K) such that S(f)(x) 6= f(x).
Denoting by (Bn)n≥1 the sequence of Bernstein-Schnabl operators associated with S, then for every
n ≥ 1,

lim
m→∞

Bmn (f) = T (f)

uniformly on K for every f ∈ C(K). In particular, for n = 1,

lim
m→∞

Sm(f) = T (f)

uniformly on K for every f ∈ C(K).

Corollary 4.7. Consider the Markov projection T1 : C([0, 1]) → C([0, 1]) defined by (4.11). Let
S : C([0, 1]) → C([0, 1]) be a Markov operator such that S(1) = 1, S(e1) = e1 and ∂S [0, 1] = {0, 1}
i.e., for every x ∈]0, 1[ there exists f ∈ C([0, 1]) such that S(f)(x) 6= f(x).
Denoting by (Bn)n≥1 the sequence of Bernstein-Schnabl operators associated with S, then for every
n ≥ 1,

lim
m→∞

Bmn (f) = T1(f)

uniformly on [0, 1] for every f ∈ C([0, 1]). In particular, for n = 1,

lim
m→∞

Sm(f) = T1(f)

uniformly on [0, 1] for every f ∈ C([0, 1]).

Remark 4.1. Corollaries 4.6 and 4.7 apply in particular when, respectively, K = Kd and S = Td,
d ≥ 1 (see (4.10)) and when K = [0, 1] and T = T1. In these cases, the corresponding Bernstein-
Schnabl operators are, indeed, the classical Bernstein operators on Kd and on [0, 1].

In addition to the previous results, it is possible to investigate the limit behaviour of the iterates
of Bernstein-Schnabl operators associated with a Markov projection even when the order of
iteration depend of n ≥ 1. The proof of the next result relies on Corollary 3.2 (see also [3,
Theorem 6.1.3] or [5, Theorem 3.2.10]).
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Theorem 4.5. Let T : C(K) → C(K) be a positive Markov projection satisfying (4.7) and (4.8), and
consider the relevant sequence (Bn)n≥1 of Bernstein-Schnabl operators defined by (4.14) (with S = T ).
If f ∈ C(K) and if (k(n))n≥1 is a sequence of positive integers, then

lim
n→∞

Bk(n)
n (f) =


f uniformly on K if k(n)

n → 0,

T (f) uniformly on K if k(n)
n → +∞.

It is worthy to point out that, under some additional assumptions on T , the sequence
(B

k(n)
n (f))n≥1 (f ∈ C(K)) converges uniformly also when k(n)

n −→ t ∈]0,+∞[.
More precisely, if K is a subset of Rd, d ≥ 1, with non-empty interior and if T maps the sub-
space of all polynomials of degree m into itself for every m ≥ 1, then for every t ≥ 0 there
exists a Markov operator T (t) : C(K) −→ C(K) such that for every f ∈ C(K) and for every
sequence (k(n))n≥1 of positive integers satisfying k(n)

n −→ t,

T (t)f = lim
n→∞

Bk(n)
n (f) uniformly on K.

Moreover the family (T (t))t≥0 is a strongly continuous semigroup of operators (briefly, C0-
semigroup of operators) whose generator (A,D(A)) is the closure of the operator (Z,D(Z))
where

D(Z) := {u ∈ C(K) | lim
n→∞

n(Bn(u)− u) exists in C(K)}

and, for every u ∈ D(Z) ⊂ D(A)

A(u) = Z(u) = lim
n→∞

n(Bn(u)− u) uniformly on K.

Furthermore, C2(K) ⊂ D(Z) ⊂ D(A) and for every u ∈ C2(K)

(4.16) Au(x) = Zu(x) =
1

2

d∑
i,j=1

αij(x)
∂2u(x)

∂xi∂xi

(x = (xi)1≤i≤d) where for every i, j = 1, . . . , d

αij(x) := T (priprj)(x)− xixj .
The differential operator (4.16) is an elliptic second order differential operator which degener-
ates on ∂TK (which contains the subset ∂eK of the extreme points of K).
For more details on the above results and, especially, for the rich theory which is related to
them we refer to [3, Chapter 6] and [5, Chapters 4 and 5]. This theory stresses an interesting
relationship among positive semigroups, initial-boundary value problems, Markov processes
and constructive approximation theory. Some aspects of them will be also treated in the subse-
quent Sections 5 and 6.

5. ITERATES AND CONSTRUCTIVE APPROXIMATION OF SEMIGROUPS OF OPERATORS

Iterates of (positive) linear operators can be usefully involved in the constructive approxima-
tion as well as in the qualitative study of (positive) C0-semigroups of operators and, hence of
the solutions to the initial-boundary value problems governed by them. For a short introduc-
tion to the theory of C0-semigroups of operators we refer, e.g., to [5, Chapter 2].
We begin by recalling the following results which is a consequence of a more general one due
to H. F. Trotter (see [25] or [5, Corollary 2.2.3]).

Theorem 5.6. Let E be a Banach space and let (Ln)n≥1 be a sequence of bounded linear operators on
E. Suppose that
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(i) (stability conditions) there exist M ≥ 1 and ω ∈ R such that

‖Lkn‖ ≤Meω
k
n for every k, n ≥ 1.

Furthermore, let (A0, D0) be a linear operator defined on a dense subspace D0 of E and assume that
(ii) (core condition) (λID0 −A0)(D0) is dense in E for some λ > ω;

(iii) (asymptotic formula) lim
n→∞

n(Ln(u)− u) = A0(u) for every u ∈ D0.

Then (A0, D0) is closable and its closure (A,D(A)) is the generator of a C0-semigroup (T (t))t≥0 on E
such that

(1) ‖T (t)‖ ≤Meωt for every t ≥ 0;
(2) T (t)(f) = lim

n→∞
L
k(n)
n (f)

for every f ∈ E and t ≥ 0 and for every sequence (k(n))n≥1 of positive integers satisfying lim
n→∞

k(n)
n =

t.

The core condition (ii) is often difficult to verify; in the special case where ω = 0 in (i), i.e.,
‖Ln‖ ≤ 1, then it can be replaced by

(ii)∗ there exists a family (Ei)i∈I of finite dimensional subspaces of D0 which are invariant
under each Ln and whose union

⋃
i∈I

Ei is dense in E.

This variant of Trotter theorem is due to R. Schnabl (see [24] or [5, Corollary 2.2.11]). Note also
that, because of assumptions (i) and (iii), necessarily

lim
n→∞

Ln(u) = u for every u ∈ E.

i.e., (Ln)n≥1 is an approximation process on E.
In the sequel, a C0-semigroup (T (t))t≥0 which is approximate by a sequence (Ln)n≥1 as in for-
mula (2) of Theorem 5.6, will be referred to as the limit semigroup associated with the sequence
(Ln)n≥1. Furthermore, a sequence (Ln)n≥1 verifying conditions (i), (ii), (iii) (resp. conditions
(i), (ii)∗, (iii)) will be referred to as a Trotter-type admissible sequence (resp. a Schnabl-type
admissible sequence).
The generator (A,D(A) of such semigroup will be also referred to as the generator of the se-
quence (Ln)n≥1.
Formula (2) of Theorem 5.6 has been successfully and mainly used in order to infer some prop-
erties of the sequence (Ln)n≥1, notably, their saturation properties or, e.g., if E is a Banach
function space, converse theorems of convexity (see, e.g., [14], [21], [24], [3, Section 6.1, pp.
420-421] and the references therein).
Starting from the late eighties, we started a long series of investigations, which are also related
to these theorems, but we developed a different point of view.
As it is well-known, each C0− semigroup (T (t))t≥0 of operators on a Banach space E gives
rise, indeed, to its infinitesimal generator A : D(A)→ E, which is defined on a dense subspace
D(A) of E, and to which it corresponds an abstract Cauchy problem, namely

(5.17)


du(t)

dt
= Au(t) t ≥ 0,

u(0) = u0 u0 ∈ D(A).

When E is a "concrete" continuous function space on a domain X of Rd, d ≥ 1, the operator
A mostly is a differential operator and problem (5.17) turns into an initial-boundary value
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evolution problem

(5.18)


∂u

∂t
(x, t) = A(u(·, t))(x) x ∈ X, t ≥ 0,

u(x, 0) = u0(x) u0 ∈ D(A), x ∈ X,
the boundary conditions being incorporated in the domain D(A).
Moreover, problem (5.17) (resp. problem (5.18)) has a unique solution if and only if u0 ∈ D(A)
and, in such a case, the solution is given by

u(t) = T (t)u0 (t ≥ 0)

(resp.
u(x, t) = T (t)u0(x) (x ∈ X, t ≥ 0))

and hence, by using the approximation formula (2) of Theorem 5.6,

(5.19) u(x, t) = T (t)(u0)(x) = lim
n→∞

Lk(n)
n (u0)(x),

where the limit is uniform with respect to x ∈ X .
Therefore, if it is possible to determine the operatorA and its domainD(A), the initial sequence
(Ln)n≥1 become the key tool to approximate and to study (especially, from a qualitative point
of view) the solutions to problems (5.17) or (5.18).
For instance,

• If H is a closed subset of E which is invariant under the operators Ln, i.e., Ln(H) ⊂ H
for every n ≥ 1, then T (t)(H) ⊂ H for every t ≥ 0.
In such a case, this inclusion represents an abstract "spatial regularity results" in the
sense that

u(t) ∈ H for every t ≥ 0 whenever u0 ∈ H.
or, respectively,

u(·, t) ∈ H for every t ≥ 0 whenever u0 ∈ H.
• In several contexts, the approximation formula of the semigroup in terms of iterates of

the operators Ln allows to determine its asymptotic behaviour, i.e., to determine

lim
t→+∞

T (t)u in E (u ∈ E)

or, respectively,
lim

t→+∞
u(x, t) (u ∈ E, x ∈ K)

(see, for instance, the subsequent Theorems 5.7 and 5.8).
• if E is a Banach lattice and each Ln is positive, then the semigroup (T (t))t≥0 is positive;

hence u(t) ≥ 0 for every t ≥ 0 provided that u0 ≥ 0.
• if E is a Banach lattice and each Ln is positive, then

u ≤ Ln(u) =⇒ u ≤ T (s)u ≤ T (t)u (u ∈ E, 0 ≤ s ≤ t).
Furthermore, when E = C(X), X compact space, or E = C0(X), X locally compact space, and
the operators Ln, n ≥ 1, are positive, then the positive semigroup governs a right-continuous
normal Markov process having X as a state space (see, e.g., [3, Section 1.6, pp. 68 - 73]); hence,
by means of the operators Ln, it is also possible to investigate some qualitative properties of
the transition functions associated with the Markov process.
Particular attention deserves the important case when the approximating operators are con-
structively generated by a given positive linear operator T : C(X) → C(X) which, in turn,
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allows to determine the differential operator (A,D(A)) as well, X being a compact subset of
Rd, d ≥ 1, having non-empty interior.
As a matter of fact, the linear operators generated by such general approach generalize positive
approximating operators which are well-known in Approximation Theory, such as Bernstein
operators, Kantorovich operators and others ones, and they shed new light on these classical
operators and on their usefulness.
Moreover, initial-boundary value evolution problems corresponding to these particular set-
tings, are of current interest as they occur in the study of diffusion problems arising from dif-
ferent areas such as biology, mathematical finance and physics. For more details and for several
other aspects related to the above outlined theory, we refer to the monographs [3], [5] and to
the recent paper [4].
Below, we show another general property of limit semigroups in the context of C(X) spaces,
X compact metric space.
Consider indeed a compact metric space (X, d) and set

δ(X) := sup{d(x, y) | x, y ∈ X}
and

Lip(X) := {f ∈ C(X) | |f |Lip := sup
x,y∈X
x6=y

|f(x)− f(y)|
d(x, y)

< +∞}.

We also recall that every Markov operator T on C(X) admits at least one invariant probability
measure, i.e., a measure µ ∈M+

1 (X) such that

(5.20)
∫
X

T (f)dµ =

∫
X

fdµ for every f ∈ C(X)

(see, e.g., [20, Section 5.1, p. 178]). Therefore, for every p ∈ [1,+∞[, from the Hölder inequality
it turns out that for every f ∈ C(X),∫

X

|T (f)|pdµ ≤
∫
X

T (|f |p)dµ =

∫
X

|f |pdµ

and hence T extends to a unique bounded linear operator Tp : Lp(X,µ) → Lp(X,µ) such that
||Tp|| ≤ 1. Furthermore, Tp is positive as C(X) is a sublattice of Lp(X,µ) and, if 1 ≤ p < q <
+∞, then Tp = Tq on Lq(X,µ).
From now on, for a given p ∈ [1,+∞[, if no confusion can arise, we shall denote by T̃ the
operator Tp.
In the sequel, given µ ∈M+

1 (X), we shall denote by Λ(µ) the subset of all Markov operators T
on C(X) for which µ is an invariant measure.
The next result can be found in [11], Corollary 2.5.

Theorem 5.7. Consider a C0-semigroup (T (t))t≥0 of Markov operators and assume that it is the limit
semigroup associated with some sequence of Markov operators (Ln)n≥1. Furthermore, assume that

(i) There exists ω ∈ R, ω < 0, such that for every n ≥ 1, Ln(Lip(X)) ⊂ Lip(X) and
|Ln(f)|Lip ≤

(
1 + ω

n

)
|f |Lip for every f ∈ Lip(X).

(ii) There exists µ ∈M+
1 (X) such that Ln ∈ Λ(µ) for every n ≥ 1.

Then
(1) For every n ≥ 1 and f ∈ C(X)

(5.21) lim
m→∞

Lmn (f) =

∫
X

fdµ uniformly on X.
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(2) For every t ≥ 0, T (t)(LipX) ⊂ Lip(X) and |T (t)f |Lip ≤ exp(ωt)|f |Lip (f ∈ Lip(X)) .
Moreover, each T (t) is invariant under µ, and

(5.22) lim
t→+∞

T (t)f =

∫
X

fdµ uniformly on X

for every f ∈ C(X).
(3) If 1 ≤ p < +∞, denoting by (L̃n)n≥1 and (T̃ (t))t≥0 the relevant extensions to Lp(X,µ), then

(T̃ (t))t≥0 is a C0-semigroup on Lp(X,µ) and for every n ≥ 1 and f ∈ Lp(X,µ),

(5.23) lim
m→∞

L̃mn (f) =

∫
X

fdµ = lim
t→+∞

T̃ (t)f in Lp(X,µ).

Remark 5.2. Note that the property of the theorem above which states that each T (t) is invariant under
µ, means that ∫

X

u(x, t)dµ(x) =

∫
X

u0(x)dµ(x) for every u0 ∈ D(A) and t ≥ 0,

u(x, t) being the solution to the initial-boundary value problem governed by the semigroup (T (t))t≥0.

The next result is also useful to investigate the limit behaviour of the C0-semigroups. The proof
depends on Corollary 3.2 (when S = T )(for more details see [2, Theorem 2.9] and [23]).

Theorem 5.8. Let X be a compact metric space and consider a Markov projection T : C(X)→ C(X)
such that its range H := T (C(X)) separates the points of X . Further, consider Φ ∈ C(X) of the

form Φ =
∞∑
n=1

h2
n as in Theorem 2.1 (with each hn ∈ H), so that Φ ≤ T (Φ) and ∂HX = {x ∈ X |

T (Φ)(x) = Φ(x)}.
Let (Ln)n≥1 be a sequence of Markov operators on C(X) such that Ln(h) = h for every h ∈ H and
n ≥ 1 and set

(5.24) an,p := max
x∈X
{T (Φ)(x)− Φ(x)− pn(Ln(Φ)(x)− Φ(x))}

(n ≥ 1, p ≥ 1).
Finally, assume that the sequence (Ln)n≥1 generates a limit C0-semigroup (T (t))t≥0.
If lim
p→∞

an,p = 0 uniformly with respect to n ≥ 1, then

(5.25) lim
t→+∞

T (t)(f) = T (f)

uniformly on X for every f ∈ C(X).

6. AN APPLICATION: BERNSTEIN-DURRMEYER OPERATORS WITH JACOBI WEIGHTS ON THE
UNIT HYPERCUBE

In this section we discuss some applications of the previous results concerning a sequence of
Markov linear operators acting on weighted Lp-spaces on the unit hypercube Qd := [0, 1]d,
d ≥ 1, which have been recently introduced and studied in [4].
These operators map weighted Lp-functions into polynomials on Qd and generalize the
Bernstein-Durrmeyer operators with Jacobi weights on [0, 1] ([13], [22]).
Although we are mainly interested in the role which they play in the approximation of the
corresponding limit semigroups, it seems that they also have an interest on their own as an
approximation sequence for continuous functions as well as for weighted Lp-functions.
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We begin by fixing some additional notation. Let γ = (γ1, . . . , γd) ∈ Rd, d ≥ 1. If
x = (x1, . . . , xd) ∈ Rd, with xi > 0 for every i = 1, . . . , d, we set

xγ :=

d∏
i=1

xγii .

For x = (x1, . . . , xd), y = (y1, . . . , yd) ∈ Rd, we write x ≤ y if xi ≤ yi for every i = 1, . . . , d.
Let j = (j1, . . . , jd), k = (k1, . . . , kd) ∈ Nd be two multi-indices such that k ≤ j; we set(

j

k

)
:=

d∏
i=1

(
ji
ki

)
.

From now on we fix a = (a1, . . . , ad), b = (b1, . . . , bd) ∈ Rd with ai > −1 and bi > −1 for all
i = 1, . . . , d.
Let us denote by µa,b ∈ M+

1 (Qd) the absolutely continuous measure with respect to the Borel-
Lebesgue measure λd on Qd with density the normalized Jacobi weight

wa,b(x) :=
xa(1− x)b∫

Qd
ya(1− y)b dy

(x ∈
◦
Qd =]0, 1[d).

Moreover, for every n ≥ 1, consider the operator Mn : L1(Qd, µa,b) → C(Qd) defined by
setting, for every f ∈ L1(Qd, µa,b) and x ∈ Qd,

Mn(f)(x) :=
∑
h∈Nd

0d≤h≤nd

ωnd,h(f)

(
nd
h

)
xh(1d − x)nd−h,(6.26)

where, for every n ≥ 1 and h = (h1, . . . hd) ∈ Nd, 0d ≤ h ≤ nd,

ωnd,h(f) :=
1∫

Qd
yh+a(1d − y)nd−h+b dy

∫
Qd

yh(1d − y)nd−hf(y) dµa,b(y)

=

d∏
i=1

Γ(n+ ai + bi + 2)

Γ(hi + ai + 1)Γ(n− hi + bi + 1)

∫
Qd

yh+a(1d − y)nd−h+bf(y) dy,

Γ(u) (u ≥ 0) being the classical Euler Gamma function.
Clearly, the restriction of each Mn to C(Qd) is a Markov operator on C(Qd).
As we shall see, these operators are closely related to the degenerate second-order elliptic dif-
ferential operator defined by

(6.27) A(u)(x) =

d∑
i=1

xi(1− xi)
∂2u

∂x2
i

(x) + (ai + 1− (ai + bi + 2)xi)
∂u

∂xi
(x)

for every u ∈ C2(Qd) and x = (x1, . . . , xd) ∈ Qd.
Operators similar to (6.27) arise in the theory of Fleming-Viot processes applied to some
models of population dynamics which, however, usually take places in the framework of d-
dimensional simplices.
Due to their intrinsic interest, more recently an increasing attention has been turned to them
also in the setting of hypercubes as well. The difficulties in studying them lie in the fact that
they degenerate on the boundary of Qd, which is not smooth because of the presence of sides
and corners.
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The next result shows that operator (6.27) is the pregenerator of a Markov semigroup on C(Qd)
and of a positive contraction semigroup in Lp(Qd, µa,b); moreover, both these semigroups are
the limit semigroups associated with the operators Mn.

Theorem 6.9. The differential operator (A,C2(Qd)) defined by (6.27) is closable and the sequence
(Mn)n≥1 is a Schnabl-type admissible sequence (with D0 = C2(Qd)), whose limit semigroup is gener-
ated by the closure (B,D(B)) of (A,C2(Qd)).
Moreover, P∞ :=

⋃∞
m=1 Pm, and hence C2(Qd), is a core for (B,D(B)) and T (t)(Pm) ⊂ Pm for every

t ≥ 0 and m ≥ 1, where Pm denotes the linear subspace generated by the polynomials on Qd of degree
≤ m.
Considering the measure µa,b ∈M+

1 (Qd) with density the normalized Jacobi weight wa,b(x) (x ∈
◦
Qd),

then, for every f ∈ C(Qd) and n ≥ 1,

lim
t→+∞

T (t)(f) = lim
m→∞

Mm
n (f) =

∫
Qd

fdµa,b

uniformly on Qd, and the measure µa,b is the unique invariant measure on Qd for both the sequence
Mn≥1 and the semigroup (T (t))t≥0.
Finally, if f ∈ Lip(Qd), then, for every n,m ≥ 1 and t ≥ 0,∣∣∣∣∣∣∣∣Mm

n (f)−
∫
Qd

fdµa,b

∣∣∣∣∣∣∣∣
∞
≤ 2

(
1 +

ω

n

)m
|f |Lip

and ∣∣∣∣∣∣∣∣T (t)(f)−
∫
Qd

fdµa,b

∣∣∣∣∣∣∣∣
∞
≤ 2 exp(ωt)|f |Lip,

where

(6.28) ω := − min
1≤i≤d

ai + bi + 2

ai + bi + 3
< 0.

The above Markov semigroup can be extended, indeed, to each Lp(Qd, µa,b) space (1 ≤ p <
+∞) as the next result shows.

Theorem 6.10. For every 1 ≤ p < +∞, the semigroup (T (t))t≥0 on C(Qd) extends to a unique pos-
itive contraction semigroup (Tp(t))t≥0 on Lp(Qd, µa,b), whose generator is an extension of (B,D(B))
to Lp(Qd, µa,b) and P∞ is a core for it. Moreover, if f ∈ Lp(Qd, µa,b) and (k(n))n≥1 is an arbitrary
sequence of positive integers satisfying lim

n→∞
k(n)/n = t, then

Tp(t)(f) = lim
n→∞

Mk(n)
n (f) in Lp(Qd, µa,b).

Finally, if f ∈ Lp(Qd, µa,b) and n ≥ 1,

lim
t→+∞

Tp(t)(f) = lim
m→∞

Mm
n (f) =

∫
Qd

fdµa,b

in Lp(Qd, µa,b).

Below we discuss some consequences of Theorem 6.9 (for additional details and proofs we refer
to [4]).
Consider the abstract Cauchy problem associated with the closure (B,D(B)) of (A,C2(Qd))

(6.29)


∂u

∂t
(x, t) = B(u(·, t))(x) x ∈ Qd, t ≥ 0,

u(x, 0) = u0(x) u0 ∈ D(B), x ∈ Qd.
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Since (B,D(B)) generates a Markov semigroup (T (t))t≥0, problem (6.29) admits a unique so-
lution u : Qd× [0,+∞[−→ R given by u(x, t) = T (t)(u0)(x) for every x ∈ Qd and t ≥ 0. Hence,
taking Theorem 6.9 into account, we may approximate such a solution in terms of iterates of
the Mn’s, namely

(6.30) u(x, t) = T (t)(u0)(x) = lim
n→∞

Mk(n)
n (u0)(x),

where (k(n))n≥1 is an arbitrary sequence of positive integers satisfying lim
n→∞

k(n)/n = t, and
the limit is uniform with respect to x ∈ Qd.
Note that B coincides with A on C2(Qd); therefore, if u0 ∈ Pm (m ≥ 1), then u(x, t) is the
unique solution to the Cauchy problem

∂u

∂t
(x, t)=

d∑
i=1

xi(1−xi)
∂2u

∂x2
i

(x, t)+(ai+1−(ai + bi + 2)xi)
∂u

∂xi
(x, t) x ∈ Qd,

t ≥ 0,

u(x, 0) = u0(x) x ∈ Qd,

and

(6.31) u(·, t) ∈ Pm for every t ≥ 0.

Moreover, each u(·, t), t ≥ 0, has the same integral of u0 with respect to the measure µa,b and,
thanks to formula (6.9),

(6.32) lim
t→+∞

u(x, t) =

∫
Qd

u0 dµa,b

uniformly w.r.t. x ∈ Qd.
Next, we enlighten other spatial regularity properties of the solution u(·, t) to (6.29), which,
however, we state in terms of the semigroup (T (t))t≥0.
We set

(6.33) Lip(Qd) :=

f ∈ C(Qd) | |f |Lip := sup
x,y∈Qd

x6=y

|f(x)− f(y)|
‖x− y‖1

< +∞


and, for M > 0,

(6.34) Lip(M, 1) := {f ∈ Lip(Qd) | |f(x)− f(y)| ≤M‖x− y‖1} ,

where ‖ · ‖1 is the norm on Rd defined by ‖x‖1 :=
∑d
i=1 |xi|, for every x = (x1, . . . , xd) ∈ Rd.

More generally, given 0 < α ≤ 1, we shall denote by Lip(M,α) the subset of all Hölder contin-
uous functions f on Qd with exponent α and constant M , i.e.,

(6.35) |f(x)− f(y)| ≤M‖x− y‖α1 for every x, y ∈ Qd.

Theorem 6.11. Let ω be the constant defined by (6.28).The following statements hold true:
(a) T (t)(Lip(Qd)) ⊂ Lip(Qd) for every t ≥ 0; moreover, for every f ∈ Lip(Qd) and t ≥ 0,

(6.36) |T (t)(f)|Lip ≤ exp(ωt)|f |Lip;

in particular, if f ∈ Lip(M, 1), then, for every t ≥ 0,

T (t)(f) ∈ Lip(M exp (ωt), 1).



38 F. Altomare

(b) For every f ∈ C(Qd), t ≥ 0, δ > 0,

(6.37) Ω(T (t)(f), δ) ≤ (1 + exp (ωt))Ω(f, δ).

where Ω(g, δ) := sup{|g(x)− g(y)| | x, y ∈ Qd, ‖x− y‖1 ≤ δ} denotes the usual modulus of
continuity (g : Qd → R bounded function and δ > 0).

Moreover, if M > 0 and 0 < α ≤ 1,

(6.38) T (t)(Lip(M,α)) ⊂ Lip(M exp(αωt), α) ⊂ Lip(M,α)

(see (6.35)).
(c) If f ∈ C(Qd) is convex with respect to each variable, then so is T (t)(f) for every t ≥ 0. In

particular, if d = 1 and if f ∈ C([0, 1]) is convex, then T (t)(f) is convex for every t ≥ 0.

7. AN INVITATION FOR FURTHER RESEARCHES

The above outlined theory shows that, generally speaking, some sequences of positive linear
operators can be fruitfully used not only as approximation processes in various function spaces,
but also to approximate and to infer qualitative properties of solutions to initial-boundary
value problems.
On the light of this second aspect, it seems to be not devoid of interest to look at a kind of
inverse problem, namely, given a (degenerate) second-order elliptic differential operator

A0(u)(x) =
1

2

d∑
i,j=1

αij(x)
∂2u

∂xi∂xj
(x) +

d∑
i=1

βi(x)
∂u

∂xi
(x)

(u ∈ C2(X), αij , βi ∈ C(X), x ∈ X) with X subset of Rd, d ≥ 1, having non-empty interior, try
to investigate whether it is possible to construct a suitable Trotter-Schnabl type approximation
sequence in a suitable Banach function space such that the closure of (A0, C

2(X)) (if it exists)
is the relevant generator.
In order to reach this purpose, it might be fully justified to modify well-know classical approx-
imation processes as well as to try to generalize them introducing more general methods of
construction such as, for instance, those which arise from a Markov operator ([3], [5], [6], [7]),
even though such last methods seem to have an own intrinsic theoretical interest.
Toward the above mentioned direction several researches have been already developed both
in one dimensional contexts (bounded and unbounded interval) and in multidimensional con-
texts, but it seems that there are still new and interesting cases worthy to be investigated. For
more details we refer, e.g., to [8], [9] and the references therein.
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[10] F. Altomare, V. Leonessa and I. Raşa, On Bernstein-Schnabl operators on the unit interval, Z. Anal. Anwend. 27(2008),
no. 3, 353 - 379.
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