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Abstract
In this article, we present a platform that allows the creation of a comprehensive 
representation of the user that we call a holistic user model (HUM). Such a repre-
sentation is based on the intuition that users’ personal data take different forms and 
come from several heterogeneous sources. Accordingly, we designed a pipeline that: 
(1) extracts personal data from three examples of important classes of such sources, 
namely social networks, wearable devices and smartphones; (2) processes these data 
through natural language processing and machine learning techniques; (3) stores the 
output of such processing in a user model that encodes different aspects of people’s 
life, such as demographic data, interests, affect values, social relations, activities 
and physical states. The resulting representation is made available to the user and 
to external developers. In the first case, a web interface allows the user to browse 
through her own personal data and to consult different facets of her HUM, in order 
to improve her self-awareness. In the latter, holistic user profiles are exposed through 
a REST interface and can be exploited by third-party applications to provide person-
alized services based on HUMs. In the experimental session, we evaluated usability 
and acceptability of the HUM in a user study which investigated how people were 
willing to use it. The results confirmed the effectiveness of our design choices and 
built the foundations for future usage of these profiles in personalized applications.

Keywords User modeling · Personal data · Social networks · Semantics · Web 
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1 Introduction

A recent statistic by IBM1 showed that 90% of the data available today have been 
created in the last years. This scenario is the consequence of: (1) the development 

of the web 2.0 (O’Reilly 2007), which changed the role of web users from passive 

consumers to active producers of information, thus making possible the growth of 
collaborative platforms such as Wikipedia, the creation of social networking appli-
cations such as Twitter, Facebook and YouTube; (2) the growth of the Internet of 
Things (Atzori et al. 2010), which fueled the trend of Quantified Self (Swan 2013) 
and Personal Informatics. Accordingly, very inexpensive devices based on sophis-
ticated sensors and technologies can be used today to collect and store data about 
people’s daily lives (Rapp and Cena 2016).

Both these trends led to an exponential and uncontrolled growth of the avail-
able data and intensified the problem of information overload  (Eppler and Men-
gis 2004). Indeed, users need more and more support to effectively sift through 
the large amount of information they have to deal with, and this issue fueled the 
research in the area of personalized search engines (Shen et al. 2005), recommender 

systems  (Resnick and Varian 1997), and intelligent personal assistants  (de Barce-
los Silva et al. 2020).

All these technologies share the common idea of adapting their behavior based 
on some information about the user, like herpreferences or her needs. Such informa-
tion is typically encoded in a user model (Kobsa 1993), a digital representation of 
the person that stores information about the individual which is obtained by collect-
ing and merging data explicitly provided by the user (demographic data, ratings on 
items, reviews of products) and data inferred by implicitly analyzing her behavior 
(e.g., web navigation, people followed on social networks, etc.) or the context (e.g., 
position gathered through GPS data).

Clearly, as the amount of available personal data grows, the need for tools and 
methods to effectively store and process these data and to build a profile of the user 
grows as well. However, we can point out that most of the approaches to build user 
models or to store personal data are currently affected by two main drawbacks: 

1. Despite the heterogeneity of the available data, most of the platforms acquire 
and model a single source of information. As an example, platforms based on 
the gathering and the analysis of the footprints spread on the web do not (or just 
partially) exploit information gathered from smartphones and wearable devices 
(e.g., physiological data about the person, visited places, activities) and vice 
versa.

2. Most of the information about a person is stored and exploited by a single plat-
form that does not communicate with other (similar) systems the information it 
holds. This problem, which is typically referred to as data silo problem, nega-
tively affects the resulting profiles.

1 https ://www.ibm.com/analy tics/us/en/big-data/.
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Both these issues cause a sub-optimal representation of the user, since the exploi-
tation of a more comprehensive and richer set of data typically leads to better pro-

files (Rapp et al. 2018). Accordingly, in this work we present a platform that fills in 
this gap by building a user model that merges information collected from social net-

works, information coming from smartphones and physical and physiological data 
extracted from wearable devices in a single representation of the user.

Such a representation that we called a holistic user model (HUM) is built through 
a two-step process: first, personal data concerning the user are gathered from sev-
eral heterogeneous sources. In this article, we took into account six different data 

sources: four social networks (Facebook, Twitter, LinkedIn and Instagram), Android 
smartphones and FitBit devices.

Next, we processed and enriched these data by exploiting a pipeline of natural 
language processing (Manning and Schütze 1999) and machine learning techniques, 
whose goal is to infer new and descriptive characteristics of the user that are used to 
populate different facets of the holistic user model. Such a holistic representation of 
the user, which is built and updated in real time as long as the user exploits her digi-
tal devices to produce or consume information, is finally made available to both the 
users themselves and to third-party services. In the first case, a web interface allows 
the user to access and browse among her own personal data, in order to improve 
her self-awareness. In the latter, holistic user profiles are exposed through a service-
oriented architecture and can be used by external developers to integrate the HUMs 
in their own personalized applications.

To summarize, this article provides the following contributions:

• We introduce a conceptual model that we called a holistic user profile that sup-
ports the construction of a comprehensive user profile based on the aggregation 
of heterogeneous personal data;

• We present a platform called MYRROR that allows the concrete creation of such 
user models through a privacy-aware and transparent profiling strategy that 
relies on six different sources: Facebook, Twitter, LinkedIn, Instagram, Android 
devices and Fitbit;

• We design a mapping mechanism to populate the facets of the holistic user pro-
file based on the personal data held by the system.

• We carried out a user study that involved 40 persons, which evaluated the accept-
ance of the platform and the willingness of the users to provide their own per-
sonal data to build a holistic user profile.

The rest of the paper is organized as follows: Sect.  2 provides an overview of 
related work in the area of user modeling and emphasizes the distinctive features 
of the current work. Section 3 introduces our holistic user models and describes the 
facets we encoded in this conceptualization. Next, Sect. 4 depicts the data sources 
we exploited in the current work and present the overall architecture of the system. 
Section 5 shows the results of the user studies we designed to evaluate users’ will-
ingness to provide their own data to build HUMs as well as the perceived effective-
ness of the system. Finally, conclusions and the ideas for future work are reported in 
Sect. 6.
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2  Related work

In this section, we provide an overview of the literature related to the current work. 
Specifically, we aim to discuss and to identify: (1) the most suitable and reliable 
data sources to take into account to build user profiles; (2) the dimensions to be 
encoded in a comprehensive representation of the user; (3) the overall architecture 
of a system aiming at acquiring and merging heterogeneous data about the user.

2.1  User pro!ling strategies and data sources selection

From the early 2000s, the web has become a primary source of information in the 
area of user modeling. Indeed, the idea of replacing stereotype-based user pro-
files (Rich 1979) with keyword-based profiles and to use the web as a primary source 
of information has been definitely acknowledged in this period (Kobsa et al. 2001).

Another important shift in the area was observed in the early 2010s, when the 
concept of social web mining  (Russell 2013) has been introduced. In this phase, 
several research investigated how to build richer profiles based on the information 
extracted from social networks. As an example, Abel et al. (2011) use Twitter as a 
source to infer user preferences. The usefulness of Facebook and LinkedIn data for 
user modeling and personalization has been investigated by Shapira et al. (2013), 
Musto et  al. (2012) and  Lops et  al. (2011). Another interesting and recent trend 
concerns the exploitation of semantics-aware representations to model user pro-
files  (Bontcheva and Rout 2014). As an example,  Orlandi et  al. (2012) combined 
social data with Linked Open Data (Bizer 2009) for preference modeling and predic-
tion. The extraction of social data resulted as a very promising research line also to 
infer features different from users’ interests. As an example, Golbeck et al. (2011) 
presented an approach to predict users’ personality traits by processing content gen-
erated on social media.

According to the current literature, social networks and social media represent a 
fundamental source to collect data about the users and to build user profiles. Accord-
ingly, in our system we connected four different social networks (e.g., Facebook, 
Twitter, LinkedIn and Instagram) in order to gather textual data and to use them to 
automatically infer both user interests and more fine-grained and particular features 
such as personality traits, emotions and inclination to empathy.

Moreover, several work recently tried to exploit signals and information different 
from those available on social media to build user profiles. As an example, a relevant 
trend is to gather and analyze users’ personal data available on smartphones and on 
personal tracking devices. The early work in the area (Verkasalo 2010) showed that 
smartphone data can be a reliable source to analyze user behaviors. This intuition 
is also confirmed by Shye et al. (2010), who showed that smartphone data can be 
used to detect users’ activities, and by Seneviratne et al. (2014), who use informa-
tion extracted from personal devices to automatically detect users’ traits.

To sum up, the findings emerging from the analysis of related literature support 
the idea of acquiring data coming from smartphone and wearable devices as well, in 

113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153

A
u

th
o

r 
P

ro
o

f



U
N
C

O
R

R
EC

TED
 P

R
O

O
F

Journal : SmallExtended 11257 Article No : 9272 Pages : 35 MS Code : 9272 Dispatch : 7-7-2020

1 3

MYRROR: a platform for holistic user modeling  

order to significantly widen the nature and the type of information we acquire in our 
system. This design choice will lead to a more comprehensive representation of the 
user that relies on a larger set of data concerning different aspects of their life.

2.2  Categories of user attributes

As shown by foundational work in the area, such as the systems belonging to the 
Personis family (Kay et al. 2002), several user attributes can be acquired from the 
previously mentioned data sources. In this area, a substantial body of research inves-
tigated how these attributes can be organized in high-level categories (or facets). 
Early approaches, as that proposed by Kobsa et al. (2001), grouped user attributes in 
a set of five basis user dimensions: demographic data, user skills, user knowledge, 

preferences and goals.
Next, with the advent of context-aware (Abowd et al. 1999) and ubiquitous (Kuf-

lik et al. 2012) computing, such categories have been extended in order to include 
also physiological (heart beat, blood pressure) and contextual data (spatial posi-

tion, emotions, etc.) as well. As an example, the General User Modeling Ontology 
(GUMO) proposed by Heckmann et al. (2005) dates back to this phase.

Finally, the recent advances in social networks have required a further extension 
of this categorization in order to include new attributes, such as users’ social con-
nections. In this research line, we can mention the work by Plumbaum et al. (2011) 
and the recent conceptual model proposed by Cena et al. (2018).

The facets described in the real-world user models presented in  Cena et  al. 
(2018), which are based on eight different categories—i.e., demographic data, 
interests, needs, mental and physical state, knowledge, behaviors, contextual data 
and individual traits—represent the more comprehensive and complete conceptual-
ization of users models currently proposed in the literature. Accordingly, we have 
adopted that schema as a starting point to encode our HUM. More details about this 
will be provided in the next section.

2.3  Architectures for user pro!ling

Architectures for building user profiles are split into three main categories: central-

ized approaches, decentralized approaches, mixed approaches.
Centralized approaches are typically referred to as User Modeling Servers 

(UMS)  (Kobsa 2001) and rely on two main assumptions: (1) the evidence about 
a user can come from several different sources; (2) the profiling step should be 
decoupled from the adaptation and the recommendation ones, so a UMS should 
be devoted to the creation and the update of a user profile while arbitrary adaptive 
applications should just consume the profile a UMS has exposed. As an example, 
UM Toolkit (Kay 1994) and Doppelganger (Orwant 1991) fall into this category: the 
main idea behind these early attempts was to collect information about user’s pref-
erences, knowledge, needs and demographic data and to store them by exploiting 
aninternal representation which is made available to external applications.
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More recently, this research line has evolved into the idea of lifelong user models 

(LUM)  (Kay and Kummerfeld 2009). The intuition behind the LUM is to build a 
unique representation of the user that stores all the information about an individual 
throughout her life, by merging data collected through many different devices. These 
principles are implemented in Portme  (Kay and Kummerfeld 2010), a platform 
merging explicit feedback provided by the users with data gathered from external 
sources called tellers. For the sake of completeness, it should be pointed out that 
these models can be also implemented through decentralized approaches that will be 
discussed next.

In particular, decentralized approaches aim to create a standard representation 
of the users (e.g., by using ontologies) that uses rule-based approaches or reasoning 
techniques to build a general meta-model of the users. Several approaches fall into 
this categories, such as the General User Modeling Ontology we previously men-
tioned (Heckmann et al. 2005), the User Behavior Ontology (Angeletou et al. 2011) 
and the recent Social Web User Modeling ontology by Plumbaum et al. (2011). In 
all these cases, the authors built a very general ontological representation of the user 
and mapped rough information to the aspects they modeled in the profile.

Regardless of the specific approach used to build a comprehensive representa-
tion of the user, the merge of (heterogeneous) data coming from different sources 
often leads to conflicts between the data. As an example, two different sources may 
populate the same features with different (and maybe conflicting) values. Popular 
strategies to tackle this issue range from the detection and the resolution of con-
flicts before the user model is built, as proposed by Zapata et  al. in e-learning 
domain (Zapata-Rivera and Greer 2004), to the design of specific resolvers, as pro-
posed by Kay (1994), that acquire all the available data and implement conflict reso-
lution strategies based on different heuristics. As we will show in the next section, 
we relied on the latter strategy, since we defined some priority rules, which are par-
tially inspired by those proposed in the UM toolkit (Kay 1994).

Finally, it should be pointed out that a significant research effort has been devoted 
to the development of techniques for transparent user modeling. In this area, the 
concept (also referred to as scrutable user modeling) was first introduced by Kay 
(2006); Kay and Kummerfeld (2013), who implemented these principles in the Per-
sonis System (Kay et al. 2002). A similar architecture aiming at building transparent 
user profiles was also proposed by Kyriacou et al. in Kyriacou (2008).

In our framework, we decided to further investigate this research line and we pro-
posed an architecture for building transparent user models that meets the principles 
of the recent GDPR regulations. Indeed, as stated in the regulation (see Article 222), 
“the data subject shall have the right not to be subject to a decision based solely on 

automated processing, including profiling [...] the data controller shall implement 

suitable measures to safeguard the data subject’s rights and freedoms and legitimate 

interests, at least the right to obtain human intervention on the part of the controller, 

to express his or her point of view and to contest the decision’’.

2 Automated individual decision-making, including profiling. https ://gdpr-info.eu/art-22-gdpr/.
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Accordingly, our idea is to implement also a privacy-aware profiling strategy, 
where the final user has to explicitly decide which facets of her profile she wants to 
unveil to external applications, thus giving her control and awareness of the infor-
mation encoded in the holistic user model.

2.4  Summary

We want to conclude this overview of related work in the area by emphasizing the 
hallmarks of our research and by framing it in the current literature.

• We propose a mixed architecture to build user models that tries to take the best 
out of the current literature: first, it is inspired by both Kobsa’s (2001) work 
about Generic User Modeling and recent approaches that build a mediated rep-
resentation based on social data as in Abel et al. (2013). Indeed, our approach 
relies on a central profiling component, but the user profile is built by acquiring 
the single models stored in external data sources (e.g., Facebook, Twitter, etc.) 
and by defining some translation rules, similar to those proposed by Van Der 
Sluijs and Houben (2006), that map the data points encoded in the user models 
to the facets we defined in our own holistic user profile.

• We aim to build a transparent user model, by giving the user control of the infor-
mation about her that is spread through social networks and via personal devices. 
According to our privacy-aware profiling strategy, the user has to explicitly indi-
cate which information she wants to extract from each data source she connects 
to the platform and has to indicate which facets of the profile she wants to unveil 
to third-party applications.

• A distinctive feature of the work is the integration of the data coming from 

smartphones and from devices for tracking personal data, such as FitBit. As a 
consequence, we will propose a very general and wide conceptualization of the 
dimensions to be encoded in the user profile that goes beyond all the approaches 
and the architectures currently proposed in literature.

In the next section, we will thoroughly describe these aspects, by introducing 
the concept of holistic user profiles and by describing the platform we developed to 
construct such user profiles by gathering and merging heterogeneous personal data 
describing the user.

3  Holistic user models

According to our vision, a holistic user model (HUM) is a comprehensive repre-
sentation of the user which is obtained by merging heterogeneous personal data 
collected from social networks and personal devices. As previously introduced, 
our conceptual model is inspired by the one proposed in Cena et al. (2018); thus, it 
consists of the following facets: demographics, interests, affective aspects, psycho-

logical aspects, behaviors, social connections, physical states. In the following, we 
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present a description of each facet. Specifically, we use this section to provide a gen-
eral overview of the features that are included in each facet, while the design choices 
and the implementation details concerning the single portions of the user model will 
be discussed in the next section.

Demographics This facet includes all the personal demographic information 
about an individual. This group of features is typically domain independent and has 
a very low variability or no variability at all (e.g., the city of birth has no variability, 
while the current city does not change frequently). The usefulness of these features 
for user modeling and personalization tasks has been largely demonstrated in the 
literature (Kobsa et al. 2001; Wang et al. 2012).

Interests This facet stores all the information about what a user likes and what she 
is interested in. This is a fundamental source of information for every application 
that is designed to tailor its behavior based on of user preferences and needs, such as 
recommender systems (Linden et al. 2003). Differently from demographic data, such 
features are typically domain dependent. In general, we can state that users’ interests 
can be modeled as a set of couples ⟨keyword, relevance⟩ , where the keyword is a 
unique representation of something the user is interested in, while the relevance is 
a weight representing to what extent the user is interested in the keyword. It should 
be pointed out that we used the term keyword just for the sake of simplicity. As we 
will thoroughly describe in the next section, more sophisticated methodologies to 
model user interests based on semantics-aware representations that rely on the enti-

ties available in the Linked Open Data cloud have been exploited in this work.
Affective aspects This facet stores all the information about users’ mood and emo-

tions. This class of features is domain independent and has a high or even very high 
variability. As shown in the literature, mood and emotions can lead to a more precise 
modeling of the user (Tkalčič et al. 2013).

Psychological aspects This facet models information about the personality of 
the user, her empathy and other psychological aspects. Differently from the users’ 
affective aspects, psychological aspects are stable and domain-independent traits, 
whose importance for user modeling and personalization was confirmed by Kelly 
and Tangney (2006).

Behaviors This facet models and manages information about the behaviors of 
the user and her activities. This facets encodes two kinds of data: (1) information 
about user’s working place and about the points of interests she visits; (2) informa-
tion about users’ physical activities, such as running or walking activities, which are 
gathered by exploiting the sensors available in smartphones and wearable devices.

Connections This facet encodes all the social connections and the relationships 
of the user. As previously stated, neither Heckmann nor Plumbaum explicitly mod-
eled this aspect in their representations. However, this is a very important facet since 
social ties represent a very relevant source of information to model the users and to 
predict their behavior.

Physical states This facet stores all the physiological and physical data points 
about the person. These data include user’s physical parameters like heart rate, 
blood pressure as well as mental states such as stress and anxiety. In our case, these 
are short-term, domain-independent information and many of them can be directly 
detected using sensors in wearable devices (Rapp and Cena 2014).

274

275

276

277

278

279

280

281

282

283

284

285

286

287

288

289

290

291

292

293

294

295

296

297

298

299

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

A
u

th
o

r 
P

ro
o

f



U
N
C

O
R

R
EC

TED
 P

R
O

O
F

Journal : SmallExtended 11257 Article No : 9272 Pages : 35 MS Code : 9272 Dispatch : 7-7-2020

1 3

MYRROR: a platform for holistic user modeling  

4  MYRROR: a platform for building holistic user models

In this section, we introduce MYRROR, a platform that allows the users to con-
nect their own digital identities in order to acquire personal data and to pro-
cess them to support the creation of holistic user profiles. In the following, we 
will describe the general architecture of our platform and we will provide all the 
implementation details.

4.1  Design of the system

As shown in Fig. 1, MYRROR is organized by following the typical layered archi-
tecture consisting of a data acquisition layer, a data processing and enrichment 

layer, a holistic profile builder and a final layer for data visualization and data 

exposure.

Fig. 1  Organization of the framework
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4.1.1  Data acquisition

The goal of this layer is to create a bridge between MYRROR and the data sources that 
feed our user model. In the following, we provide a description of the information 
we gathered from each source.

Twitter The official Twitter APIs allow to extract information about the posts 
written by the user as well as her own connections, along with her demographic fea-
tures. As for the Tweets, we gathered the content of the post, its popularity (retweets 
and favorites count), the date of the Tweet, its language, and the information about 
the latitude and longitude (if any).

Facebook We extracted from Facebook basic demographic information (name, 
age, gender, language, picture, city), the content of her posts, the names of her 
friends and finally the name, the description and the categories of the pages she 
likes.

LinkedIn LinkedIn APIs allow to extract basic demographic information (as those 
available on Twitter and Facebook) and data about the current working position of 
the user.

Instagram Instagram APIs3 allow to extract information about the photographs 
published by the user as well as basic demographic features. Specifically, MYRROR 
gathers all the pictures published by the users, the hashtags used to annotate the 
images as well as their description. For each picture, the number of likes received by 
the picture and the geo-localization of the image were extracted, as well.

Android Three different groups of data are extracted from this source: GPS data, 
modeling the position of the user in terms of latitude, longitude and accuracy; Con-

tacts, containing the names of the people in the contact list and the number of inter-
actions (calls, messages) with the current user; App Usage, encoding the informa-
tion about the apps more frequently used (along with their categories).

FitBit FitBit APIs4 allow the extraction of information about sleep habits (amount 
of time passed in bed, minutes to fall asleep or to get awake, sleep trend, quality of 
sleep), food habits (daily calories, daily menu and type of food taken), heart rate 
(average heart rate, peak heart rate, etc.) and the activities of the user, such as the 
number of daily steps, her running exercises and daily cardio activities. Moreover, 
the platform also manages some demographic information: most of the features are 
already available in the other sources, such as the name or the gender of the per-
son, but FitBit APIs also include very specific features which are not covered by the 
other data sources, such as the weight or height of the user.

4.1.2  Data processing and data enrichment

In the second layer of our architecture, all the data extracted through the DATA 

ACQUISITION layer are processed to obtain a better representation of the data or to 

3 https ://www.insta gram.com/devel oper/.
4 https ://dev.fitbi t.com/.
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infer new characteristics of the users. Specifically, all the data stored in MYRROR are 
processed by exploiting two different pipelines:

• Natural language processing (NLP) pipeline, which is designed to process tex-
tual data, such as the posts written by the user and the description of the Face-
book pages she likes. Instagram pictures are considered as textual data as well, 
since a description of the images and some hashtags are provided. Our pipe-
line consists of six algorithms, which are all commonly used to process textual 
data (Manning and Schütze 1999): language detection, tokenization, stopwords 

removal, lemmatization and entity linking and entity enrichment.
  In particular, entity linking (EL) and entity enrichment algorithms have a 

straightforward application in our system. Indeed, EL algorithms disambiguate 
polysemous and ambiguous terms (such as apple that are stored in a user profile), 
and allow to understand that the target user is an Apple fan potentially interested 
in technology, rather than a vegan user interested in some ideas for her weekly 
menu based on apples. In this way, a more precise representation of users’ inter-
ests is obtained.

• Machine learning (ML) pipeline, which is designed to process textual and non-

textual data by means of ML models. These models are used to further improve 
the comprehension of the text, by adding extra information such as the general 
topic the content is about or the opinion it conveys. In particular, both a topic 
modeling algorithm based on latent Dirichlet allocation  (Blei et  al. 2003) and 
sentiment analysis based on the algorithm presented by Basile and Novielli 
(2014) were implemented in this release. Moreover, ML models were also used 
to automatically infer characteristics of the user, such as emotions and personal-

ity, through pre-trained models for emotion and personality detection (Polignano 
et al. 2017) and inclination to empathy (Polignano et al. 2018).

4.1.3  Holistic pro"le builder

The techniques implemented in the DATA ACQUISITION and DATA PROCESSING layers 
allow the extraction and the processing of user’s personal data. However, such pre-
liminary processing is not enough since all the heterogeneous data points previously 
collected still need to be aggregated and merged in order to build a comprehensive 
holistic user profile.

To this end, the third step of the pipeline is carried out by the HOLISTIC PROFILE 

BUILDER. In turn, this module is split in two smaller components: a DATA MAPPER 
and a DATA MANAGER, whose goal is to populate the user profile and to manage 
privacy-related aspects and conflicts that may happen in the data mapping process, 
respectively.

Data Mapper The goal of this component is to aggregate the data previously col-
lected and to map them to the facets of our holistic user model. As an example, the 
name and the surname of the user are copied in the demographics facet of the HUM, 
while the information about physical activity of the person is stored in the behaviors 
section of the user model. Such a mapping is carried out by means of some mapping 
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rules that identify the most suitable facet for each information extracted from the 
data sources.

Table  1 provides an overview of the mapping mechanisms we implemented in 
MYRROR. As shown in the table, each data source contributes to different facets, and 
each facet is populated through heterogeneous data that come from different sources. 
A list of different mapping rules we designed to populate different facets of our 
holistic user model follows. For the sake of simplicity, we can state that every time 
an "X’’ is put in the table, a mapping rule that translates the data collected from the 
source reported in the column to the facet reported in the row exists.

Demographics Our HUM includes eleven different demographic features: name, 

surname, e-mail, gender, location, picture, birthday, height, weight, working posi-

tion, industry. These features are chosen by analyzing related literature, such as the 
general user model ontology (GUMO) (Heckmann et al. 2005) and related resource 
and vocabularies, such as FOAF.5

To encode demographics features in HUMs, we just carried out a copy of the 
available data in the corresponding facet of the profile. It should be pointed out that 
some of the features, as height or weight, are available on a single source (FitBit, 
in this case), while other features, such as the name or the gender, are available in 
multiple sources.

Interests Information about user interests are collected and stored in three differ-
ent forms: (1) categories of the Facebook pages a user likes (e.g., politics, technol-
ogy, etc.); (2) categories of the apps the user frequently uses (e.g., social network-
ing, games, sport news, etc.); (3) topics that are typically discussed by the user as 
well as the concepts that are mentioned in her own posts.6 In this case, we defined 
three different mapping rules to populate this facet of the profile. In particular, we 
stored: (1) the keywords describing Facebook pages; (2) the keywords describing 
the apps used; (3) the entities and the keywords extracted from users’ posts, along 

Table 1  Mapping between data sources and facets of our holistic user model

If a specific data source contributes to the information encoded in the specific facets, an "X’’ is reported 
in the table

Twitter Facebook LinkedIn Instagram Android FitBit

Demographics X X X X X

Interests X X X X X

Affective Asp. X X X

Psychological Asp. X X X

Behaviors X X X X

Connections X X X X

Physical St. X X

5 http://www.foaf-proje ct.org/.
6 From now on, the term "posts’’ is used to indistinctly refer to Facebook posts, Instagram posts and 
Tweets.
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with the topics returned by the LDA algorithm. In all these cases, we obviously rely 
on the output previously obtained from our NLP pipeline.

However, in order to effectively model users’ interests, it is necessary to handle 
interests temporal decay, whose management has been largely discussed in user 
modeling community (Barua et al. 2011). In this case, a background routine imple-
mented in the HOLISTIC PROFILE BUILDER is launched every day to slightly decrease 
the relevance of each element we stored in this facet of the user profile. When the 
evidence about a new interest is collected, the relevance score is set to 1. Next, we 
applied a linear decay function that decreases the relevance score of 0.01 every day. 
This value was set through a simple heuristic. This means that after almost 4 months 
an interests is removed from the HUM, as long as the user does not provide any 
more evidence about it. As future work, we will take into account and evaluate dif-
ferent strategies to implement interests’ decay in our HUM, inspired by the findings 
presented in related work (Ayalon and Toch 2017; Hu et al. 2016; Rui and Zhang 
2017).

Affective aspects Affective aspect, such as mood and emotions, is inferred from 
textual content. Accordingly, to populate this facet, we defined a simple mapping 
rule that relies on the output of the models for sentiment analysis and emotion detec-
tion we run in the machine learning pipeline.

In our case, we considered mood and emotions as highly variable, so the routines 
we implemented update this facet on a daily basis. In both the cases, the input for 
the models is represented by the posts written by the user during the last day, and 
the output is the sentiment (or the emotion, respectively) of the user predicted by 
the machine learning model, based on the available data. It should be pointed out 
that we stored in our HUM all the emotions and the sentiment scores detected by the 
algorithms throughout the usage of the platform.

Psychological aspects Psychological aspects like empathy and personality traits 
are inferred from textual content, as well. As well as for the affective aspects, we 
define a mapping rule that exploits the textual content produced by the user to popu-
late this facet.

As for the personality traits, we used textual content as input and we stored in 
MYRROR the scores for her Big Five Personality traits (openness, conscientious-

ness, extraversion, agreeableness, neuroticism)  (Goldberg 1993) returned by the 
ML model for personality detection, while as for the inclination to empathy (Hogan 
1969), a categorical score (high, medium, low) is obtained and stored.

Behaviors Information about users’ behaviors can be obtained by exploiting two 
different data sources: (1) FitBit or Android data. (2) geo-localization information. 
Accordingly, two mapping rules were defined. In the first case, all the activities 
gathered from FitBit (running, walking, etc.) are collected and used to fill in this 
section of the profile. Alternatively, information coming from GPS sensors can be 
used to infer whether the user is making some activities. In this case, we acquire 
information about users’ activities available in Android phones and we store them in 
the user profile. In both cases, this facet is updated every day by aggregating the raw 
data gathered from the data source.

Moreover, information about users’ behaviors can be also obtained from geo-
localization data gathered from the posts written by the user. In this case, we 
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define a further mapping rule that browses among the geo-localized posts of the 
user and encodes in the holistic user model the name of the places or the cities 
visited by the user throughout her usage of the system.

Connections Social connections are filled in by gathering data coming from 
both Android phone and social networks. Specifically, this facet is populated 
through a mapping rule that executes the following two steps: (1) each contact 
extracted from all the data sources linked to the system is stored in the facet as a 
social connection; (2) the strength of the tie between the user and the contact is 
calculated based on the number of phone calls or on the number of interactions 
on social networks (likes, favorites, retweet, etc.) they have.

Physical states This facet is filled in through a simple rule that maps FitBit 
data to the attributes of our HUM. Specifically, all the information about sleep 
and heart rate is stored in this section of the profile. As for sleep, data are gath-
ered on a daily basis and are used to obtain some insights about the average num-
ber of hours of sleep, time to get awake and so on. Similarly, data about heart rate 
are copied in this section. In this way, data about the average heart rate and peak 

heart rate are stored in a HUM. To summarize, these data represent physiological 
data points updated in real time based on the data we got from wearable devices.

Data Manager The aggregation of the data carried out by the DATA MAPPER 
allows the construction of our holistic user profiles. However, the design choices 
concerning privacy-related aspects and the resolution of the conflicts among the 
data encoded in the profile are another fundamental part of the system that is 
worth to be discussed.

As for the privacy, the DATA MANAGER component takes charge of managing 
which data the user wants to include in her own HUM and which facets the user 
wants to expose to third-party applications. To this end, we designed a transpar-
ent profiling strategy where the user can control the process. Specifically, she has 
to (1) explicitly authorize the data sources she wants to connect to her own HUM 
and (2) to select which kind of data she is willing to provide, for each source. As 
an example, a user may authorize Facebook and may decide to allow the extrac-
tion of her posts and to forbid the extraction of her friends.

Similarly, each user can decide which portions of her HUM she wants to share 
with third-party developers and applications. As an example, she can decide to 
label her interests or her demographic data as public and to maintain as private 

her personal emotions, her psychological states or her connections.
Moreover, the DATA MANAGER handles potential conflicts (such as duplicate 

or inconsistent information) among the data stored in different facets of the pro-
file. As for demographics and behaviors, conflicts are tackled by introducing the 
concept of priority rule. As previously stated, these rules are inspired by those 
proposed in the UM toolkit (Kay 1994). The goal of a priority rule is to select 
the most reliable data source, among those connected to MYRROR, for that spe-
cific attribute. Our priority rules were designed by exploiting background knowl-
edge as well as by defining some simple heuristics based on the analysis of social 
network dynamics. Our choices rely on common sense knowledge and on a par-
tial analysis of how people use social networks. As shown by previous research 
in the area  (Kay and Kummerfeld 2013), this is a reasonable choice. As future 
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work, it is likely that a more sophisticated implementation of priority rules will 
be explored.

4.1.4  Data visualization and data exposure

The goal of the DATA VISUALIZATION and DATA EXPOSURE layer is to make holistic 

user profiles available to both end users and external developers. In the first case, 
holistic user profiles are shown through a visual interface, and the users can browse 
among the data stored in all the facets to improve their own self-awareness and 
consciousness.

In particular, we designed four different methods to interact with the data: tables, 

word clouds, plots and maps. In the next section, we will provide more details about 
the data visualizations we made available for each facet of the HUMs, by showing 
the main components of MYRROR user interface.

Finally, another distinguishing aspect of the system is the support to external 
developers who want to exploit the information encoded in the profiles in their own 
applications. In this case, we made available the data stored in each facet of our 
holistic user models (those the user selected as public, of course) through a set of 
high-level REST APIs. It should be pointed out that, due to a precise design choice, 
we did not allow the access to low-level and raw data extracted from the single data 
sources. External applications can only access through a REST interface to the 
information encoded in each facet of the holistic user models and can use the data to 
personalize and adapt their own applications.

4.2  Implementation of the system

In this section, we provide all the details concerning the implementation of the first 
release of MYRROR. It should be pointed out that all the following screenshots are 
taken from the fully working online prototype of the web application,7 that can be 
used in all the functionalities. Moreover, a screencast showing the organization of 
the system is also available on YouTube.8

Preliminaries Before logging in to MYRROR, it is clearly necessary to sign up to 
the platform by providing the classical details, like name, e-mail, password, etc. 
After logging in, the user has to explicitly link the data sources that will be con-
nected to her HUM.

As an example, Fig.  2 shows a user profile that has linked three different data 
sources: Twitter, Instagram and LinkedIn. Each identity is linked by clicking on the 
name of the data source on the left part of the user interface and by providing the 
credentials (e.g., Twitter login data) to connect the user profile to MYRROR. As pre-
viously explained, once the data sources are connected, the user has to explicitly 
define which data she wants to extract from each source.

7 http://90.147.102.243:9090.
8 https ://www.youtu be.com/watch ?v=3YRlc UhNZn Q.
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Once the user has enabled the extraction of her own personal data, the profiling 
process can start. Clearly, the process is carried out in background and periodically 

repeated, in order to always provide the HUM with new and fresh data about the 
user.

Browsing user personal data Once the data have been correctly acquired and pro-
cessed, the user has two choices: (1) to access the single data points MYRROR has 
extracted and (2) to browse among the facets that compose her own holistic user 
model. In the first case, the user has to click on the Data tab on her profile, while in 
the latter the Profile tab provides access to the aggregated representation of the user 
(Fig. 6).

Next, by clicking on the left menu of the "Profile’’ tab, the user can access to the 
information encoded in the single facets. As an example, users’ interests are shown 
through a tag cloud like that presented in Fig. 3. Given such an interface, the user 
can interact with the available filters to choose (1) the selected time frame and (2) 
a different visualization of her interests, chosen among five alternatives: Likes, App 

Categories, Hashtags, Concepts and Topics.
As previously explained, for each alternative a different representation of the 

interests is adopted. As an example, Fig. 3 shows a semantics-aware representation 
of users’ interests based on DBpedia entities.

Next, users can analyze the trend of their mood and emotions through the Affect 
facet. In this case, they have to choose the selected feature and the time frame, and 
a plot like that reported in Fig. 4 depicting the trend of the emotions over time is 
shown.

Similarly, the trends of the activities are shown under the Behaviors facet. In this 
case, the user can see a line chart showing the steps as well as the amount of physi-
cal activity she did in a certain period of time (Fig. 5), which is a very useful data 
visualization for Quantified Self-related goals.

Fig. 2  Linking data sources in the data acquisition layer
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Finally, as previously stated, a very important aspect of the platform concerns the 
privacy mechanisms we implemented in the system. In general, the platform gives to 
the user control over the facets of her profile that are opened to third-party applica-
tions. As shown in Fig. 6, the user is provided with the complete set of the facets of 
her HUM and she can click on each facet to enable or disable its visibility to exter-
nal applications.

5  Discussion and limitations

The current implementation of MYRROR provides a solid foundation for further 
developments of the platform and its integration in third-party recommender sys-
tems. In the following, we provide an overview of the current limitations of MYRROR. 
For the sake of readability, we split the discussion by analyzing each component 
separately.

Data acquisition This release of the system mainly focused on data gathered from 
social networks and tracking devices, such as FitBit. However, the system does not 

Fig. 3  Word cloud modeling users’ interests in a certain time frame

Fig. 4  Trend of users’ emotions over time
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include data points concerning other aspects of people life, such as eye gaze, blood 
pressure and conversations. This will be investigated in future work.

Data processing Even if a good number of machine learning models are already 
included in the current implementation, the introduction of new algorithms would 

Fig. 6  Privacy and control mechanisms in MYRROR 

Fig. 5  Trend of users’ activities over time. The first plot shows the amount of physical activity for each 
day, while the second shows the distribution of the steps. The time frame can be set through the date 
picker
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be useful to extend the information about the users which is currently held by 
MYRROR. Examples of these algorithms are: detection of sedentary users based on 
the data extracted from FitBit (Lepp et al. 2013); detection of frequently visited 
places from GPS data (Ashbrook and Starner 2002); detection of users’ interests 
from review data  (Musto et al. 2017); and detection of emotions by using input 
different from textual content (e.g., (physical and physiological) data points).

Data mapping The current release of the system does not consider the con-
cept of context, which is very important for several facets (preferences, affective 
aspects and behaviors, in particular). As an example, when the evidence about 
some preference of the user is gathered, we did not store the contextual situation 
in which that evidence has been acquired. This aspect, which is fundamental for a 
precise modeling of the person, is left as future work.

Data managing The current implementation of the privacy management mech-
anism is too coarse grained for a real use. As an example, a user should allow a 
music recommender system to access to her mood and may deny this privilege to 
a news recommender system. Currently, this is not possible in MYRROR. Moreover, 
our system does not take into account the concept of user identity. As an exam-
ple, the same person being in contact with the target user on both Facebook and 
Twitter is considered as two different contacts, since no alignment between dif-
ferent sources is done. This can be tackled through the introduction of techniques 
for identity detection.

Data visualization As for data visualization, a partial limit is represented by the 
fact that the widgets in the user interface are statically defined. As an example, a 
user can’t cross and merge the data coming from two different facets (e.g., mood 
data and activities data) in a single visualization. Also this improvement is left as a 
future work.

6  Experimental evaluation

In the experimental evaluation, we carried out a user study to evaluate usability 
and acceptability of the HUM and to analyze whether the profiles built through the 
platforms matched users’ beliefs and preferences. Finally, we also evaluated users’ 
engagement and the overall usability of the system.

Specifically, we aimed to answer to the following research questions:

• RQ1: effectiveness of the conceptual model. Which facets of the HUM do the 
users consider as more relevant for getting personalized suggestions?

• RQ2: user engagement and adherence of the resulting profiles. How frequently 
do the users interact with the system? What do they think of the holistic user 
models the system can build?

• RQ3: self-awareness, discover and remember capabilities. Do the data visualiza-
tions we made available in MYRROR increase users’ self-awareness of their per-
sonal data? Does the system allow the user to discover or remember information 
about herself?
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6.1  Experimental protocol

In order to answer to the research questions, we arranged a user study lasting 
28  days (4  weeks) that involved 40 users (80% male and 20% female). Partic-
ipants were recruited by following the classic availability sampling strategy, a 
widespread technique to organize user studies in recommender systems and user 
modeling areas (Carmagnola et al. 2009; Semeraro et al. 2012; Lops et al. 2009). 
We included people having different age ranges (from university students to 
adults) and a different knowledge of social networks and technology in general.

Age range of the participants was 20–65. Most of the participants were under 
26 years old (14 participants, 35.0%), while 13 participants (32.5%) were between 
26 and 35. Finally, 9 participants (22.5%) were between 36 and 45 and just 4 
participants (10%) had more than 45 years. As for the employment, most of the 
participants were students or worked in a private company (15 participants each, 
75% in total). Next, 8 participants worked in a public company and 2 were self-
employed. As for the education, 5 participants held a Ph.D., 20 participants held a 
degree (8 master degree and 12 bachelor degree). The remaining participants just 
completed high school.

Clearly, all the users owned a social network account and/or a wearable device. 
As for the frequency of usage of social networks, 28 participants told that they 
daily use social networks and personal devices, while 9 people weekly use these 
technologies. Just 3 participants stated that they monthly use social networks. 
Generally speaking, we tried to recruit a sample as much heterogeneous as pos-
sible, in order to maximize both the internal validity and the external validity of 
the results.

Our user study was organized in the following four sessions: 

1. Introduction and training. First, all the participants recruited for the experiments 
were involved in a training session aiming at introducing the concept of holis-

tic user modeling and the goal of the experiment. Specifically, we thoroughly 
explained how to connect each single identity to the platform, how to enable data 
extraction and how the privacy is guaranteed. Next, we explained the meaning of 
all the facets we encoded in our holistic user profiles, we introduced the basics of 
the mapping mechanisms that we implemented to populate the profiles, and we 
provided instructions on how to answer the questionnaires. Finally, we also had 
a discussion with the users about their doubts concerning the implementation, 
the privacy and the trustworthiness of the system.

2. Information gathering. Next, we asked participants to fill in a questionnaire (from 
here on, PRE-Q questionnaire) designed to assess their willingness to make their 
personal data available for user modeling and personalization tasks, and we 
guided the users to register to MYRROR. Finally, each user connected her own 
digital identities to the system;

3. Usage of the platform. We asked the users to use the platform for 4 weeks 
(28 days). Throughout this period, we asked them to freely connect to the system 
(not mandatory), to interact with the platform and to browse among different data 
visualizations available;
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4. Evaluation. After the second step, we recalled all the participants of the study. 
First, we asked them to interact with the system and to consult the resulting pro-
file (regardless they already had interact with the system in the previous weeks). 
Next, we asked them to fill in a post-usage questionnaire (from now on, POST-Q 
questionnaire). Through the questionnaire, we collected information about: (1) 
what do the users think about the resulting user profiles; (2) whether the data 
visualizations they interacted with were satisfying or not; (3) the ease to manage 
personal data through the platform; (4) the ability of the platform of acting like 
a self-reporting tool and whether the system allowed the user to discover new 
information about themselves. Moreover, we also acquired users’ ideas about 
future development and we asked them the likelihood of a future usage of the 
system. Finally, users had to compile the well-known System Usability Scale 
(SUS) questionnaire9 to evaluate the overall usability of the system.

The outcomes emerging from the pre-usage questionnaire (PRE-Q) and post-
usage questionnaire (POST-Q) were used to answer the aforementioned research 
questions. Specifically, PRE-Q was used to answer RQ1 while POST-Q and the SUS 
usability questionnaires were used to answer to RQ2 and RQ3. For the sake of brev-
ity, we do not report the complete questionnaires, which are available online.10

6.2  Discussion of the results

Before going into the details of the discussion concerning our research questions, we 
exploited some of the answers we collected from PRE-Q to investigate users’ will-
ingness to unveil their personal data to get personalized services.

Table 2  Answers to Question 3 of PRE-Q, investigating the willingness to allow the extraction of users’ 
personal data

Not willing Little will-
ing

Quite will-
ing

Very will-
ing

Not owned %Not or 
little will-
ing

%Quite 
or very 
willing

Twitter 7 11 6 11 5 51.4% 48.6%

Facebook 2 21 9 8 0 57.5% 42.5%

Linkedin 6 9 8 16 1 38.4% 62.6%

Smart-
phone

5 17 10 6 2 57.8% 42.2%

Wearable 7 13 6 7 7 60.6% 39.4%

Instagram 8 16 7 6 3 64.8% 35.2%

9 https ://www.usabi lity.gov/how-to-and-tools /metho ds/syste m-usabi lity-scale .html.
10 PRE-Q Questionnaire: https ://forms .gle/zVaSa LRCyy u26ur v9—POST-Q Questionnaire: https ://forms 
.gle/4wvxh JU6Jq EPLwj h6.
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As shown in the results reported in Table 2, users are particularly willing to pro-
vide their LinkedIn (62.6%) and Twitter data (48.6% of the participants). Conversely, 
the participants did not show the same willingness for more popular social networks 
like Facebook and Instagram and for personal devices like FitBit and smartphones.

The results emerging from this part of the experiment were quite expected, since 
the recent issues concerning the use of personal data by companies like Cambridge 
Analytica11 raised the problem of the privacy and sensitized people toward a more 
careful sharing of personal data. Accordingly, these results provides two main out-
comes: (1) users’ need precise information about how their data will be exploited 
and what kind of personalized services they will obtain. This further emphasized 
the need to integrate our holistic user profiles in third party services that will be the 
focus of our next work; (2) regardless of the personalization strategy, it is necessary 
to design a transparent user profiling strategy, as that we implemented in MYRROR, 
since the users need (and want) control of the information they share. Otherwise, it 
is likely that they will not be willing to provide their own personal information.

Research Question 1. Next, we analyzed the goodness of the conceptual model 
for holistic user profiling. Specifically, we asked the users about their willingness to 
share personal data to populate all different facets of the HUMs (Question 6 of PRE-
Q), and we evaluated their opinion about the usefulness of the facets for personaliza-
tion and recommendation tasks (Question 7 OF PRE-Q). Results of the comparison 
are reported in Fig. 7.

As shown in the figure, we can note a small decrease in the scores we obtained 
for all the facets. This is an expected outcome that confirms again the users’ partial 
willingness to reveal their personal data, even if they considered as relevant all the 
facets of the profile. The decrease is particularly relevant for users’ social relations 
that decreased from 3.00 to 2.43. This is probably due to the very personal nature of 
this facet.

Fig. 7  Average Score and Standard Deviation of the answers collected for Question 6 (in blue) and Ques-
tion 7 (in orange) of the PRE-Q questionnaire

11 https ://www.bbc.com/news/topic s/c81zy n0888 lt/faceb ook-cambr idge-analy tica-data-scand al.
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Research Question 2. In order to evaluate the impact and the effectiveness of the 
system, we organized a second evaluation session 4 weeks after the first one. In this 
time interval, the users had the opportunity (not mandatory) to connect to the system 
and to see how their holistic user profiles were built. Of course, during the second 
session the users had to mandatorily connect to the platform and to interact at least 
once with the resulting profiles. It should be pointed out that we recalled our sample 
just to answer the POST-Q questionnaire and to share some thoughts about the plat-
form. All the data were collected outside the laboratory, by analyzing users’ daily 
usage of the system.

The first aspect we investigated through the POST-Q questionnaire concerned 
the online identities connected to MYRROR (Question 1). By aggregating the answers 
we obtained, it emerged that 16 participants (40%) connected their Twitter online 
account, 36 (90%) their Facebook account, 17 (42.5%) their LinkedIn account, 15 
(37.5%) their smartphone, 35 (87.5%) their Instagram account and 14 (35%) their 
FitBit device. In total, 5923 posts generated by the users, 4716 connections among 
users, 2040 likes to pages and 47,409 records from wearable and mobile devices 
were gathered and stored.

Next, we analyzed the answer to Questions 2–5 of the POST-Q questionnaire to 
answer to RQ2. First, Question 2 allowed us to investigate the frequency of usage of 
the system. As shown in Fig. 8, we obtained encouraging findings since most of the 
samples (35 out of 40, 87.5% ) asserted that they used the system on a weekly basis, 
at least. Conversely, only 5 users out of 40 rarely used the system (less that weekly) 
throughout the weeks of the experimental.

This is a good outcome, since it means that a large majority of the users were 
interested in checking their profiles and following the building process throughout 
the time window of the experiment. Even if only a small amount of users (6 out of 
40, 15% ) stated that they used the system every day, this is not worrying. Indeed, the 
system was designed so that it can work in background without a continuous and 
explicit input of the user; thus, it is not necessary an everyday interaction. In our 
opinion, a weekly usage—especially for a prototype version as that we evaluated in 
this experiment—is an encouraging and satisfying outcome.

Fig. 8  Frequency of usage—Question 2 of the POST-Q questionnaire
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Moreover, in order to deepen the analysis concerning the characteristics of the 
users who used MYRROR more frequently, we analyzed the relationship between fre-

quency of usage of the platform (as reported in Fig.  8) and users’ willingness to 
provide their data, which is discussed in Table 2. It should be pointed out that labels 
were assigned to the users based on an strategy inspired by majority vote (i.e., a 
user who selected ``little willing’’ for 3 data sources and ``quite willing’’ for 2 data 
sources was provided with the label ``little willing’’). In total, 6 users were labeled 
ad not willing, 16 users as little willing, 9 users as quite willing and 9 users as very 

willing. Results are presented in Fig. 9.
As shown in the figure, a linear relationship between frequency of usage and will-

ingness emerged. Indeed, users who were willing to provide their data used MYRROR 
more frequently. Similarly, users who are little or not willing at all rarely used the 
platform.

Next, in Question 3 we analyzed the ease of usage and the perceived transpar-
ency of the extraction process we implemented in MYRROR. As shown in Fig. 10 
we obtained encouraging results as well, since 73% of the sample agreed that the 

Fig. 9  Relationship between MYRROR frequency of usage of and users’ willingness to provide their data

Fig. 10  Answers to Question 3 of POST-Q, evaluating the opinion of the users toward data extraction 
and privacy mechanisms in MYRROR 
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strategies we chose to give control to the users were understood and appreciated. 
This is an interesting finding that emerged from the usage of the system, which 
confirms that the insight of designing a privacy-aware and transparent profiling 

process is a good choice.
Another important outcome of the experiment is the impact of the aggregation 

strategies we encoded in MYRROR through the DATA MAPPER module implemented 
in the HOLISTIC PROFILE BUILDER. This is a fundamental part of our experiment, 
since it aims to evaluate whether our intuition of gathering and merging hetero-
geneous personal data in a smaller set of facets is appreciated by the users or not.

To this end, through Question 4 of our POST-Q questionnaire we evaluated 
whether the aggregated data shown in MYRROR were more effective than the raw 
data gathered from the single sources. Concretely, this was done by compar-
ing the data visualizations available in the Data section, storing all the raw data 
(Fig. 11), with those available under the Profile section (Figs. 3, 4, 5).

As shown in Fig. 12, the results we obtained for this question are really prom-
ising since for almost all the facets of our HUM a percentage of users close to 
90% partially or completely agreed that the insight of aggregating heterogeneous 
footprints spread over the web can lead to a better snapshot of the profile of the 
user.

Finally, Fig. 13 shows that 25 out of 40 user (62.5%) agreed or completely agreed 
that the resulting profiles are adherent to their personal beliefs. This is an encourag-
ing outcome that further confirmed the goodness of the HUMs.

Fig. 11  Visualization of raw data in the ``Data’’ section of the profile. In this case, posts of the user are 
shown
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This outcome allowed us to positively answer to RQ2, since both user engage-
ment and the quality of the profiles were encouraging and satisfying.

Research Question 3. Finally, through RQ3 we aimed to investigate to what extent 
MYRROR could act as a Quantified Self tool. Specifically, in Question 6 the users 
evaluated the data visualizations available in the framework and stated whether they 
improved their self-awareness. Results are reported in Fig. 14 that reports the aver-
age answers of the users on a 4-point Likert scale.

Fig. 12  Answers to Question 4 of POST-Q, evaluating the opinion toward the aggregation strategies 
implemented in MYRROR 

Fig. 13  Answers to Question 5 of POST-Q, evaluating the adherence of the resulting profiles available in 
MYRROR 
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As reported, users generally had a positive opinion about the data visuali-
zations available in MYRROR. The tag cloud we used to model users’ interests 
emerged as the most effective data visualization (3.22 out of 4 as average scores), 
followed by the charts we used to show users’ behaviors and physiological data 
and those we use to report users’ emotions, whose results were higher than 3 out 
of 4. In this case, the worst results are obtained by the visualization we used for 
social relations (2.68 as average score). This behavior is probably due to the fact 
that we did not implement any mechanisms for identity alignment, so it is likely 
that the results showed by MYRROR for this visualization are not satisfying for the 
users.

Next, through Question 7 and Question 8 we were interested in assessing the 
ability of MYRROR of acting as a discovering or remembering tool. In the first 
case, we investigated whether MYRROR can allow the users to discover new 
information about themselves by connecting different and heterogeneous pieces 
of information, while in the second we asked the users whether the life-long 

Fig. 14  Average Score and standard deviation of the answers collected for Question 6 of the POST-Q 
questionnaire

Fig. 15  Answers to Question 7 of POST-Q, assessing the ability of MYRROR as a tool for ``discovering’’ 
information
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storing capabilities of MYRROR allowed the user to remember facts about their 
life. Answers to the questions are reported in Figs. 15 and 16.

As shown in the figures, in both the cases the majority of the users agreed that the 
system has such a capability. As for Question 7, 26 out of 40 users (65%) agreed or 
completely agreed that the system allows the discovery of new information through 
the aggregation of the data as well as through the available data visualizations. As 
for Question 8, the percentage of users who understood the potential use of MYRROR 
as a lifelong logging tool decreased to 55% (22 out of 40 users). However, even this 
percentage can be considered as satisfying for our goals. Indeed, it is likely that such 
a capability of the system would emerge in longer and continuous usage of the plat-
form, rather than in shorter experiment of 4 weeks.

Finally, we evaluated the likelihood of a future usage of MYRROR by collecting the 
answers to Question 9. Also in this case we got interesting and satisfying outcomes, 
since the majority of the users (21 out of 40, 9 = very likely, 12 = likely) stated that 
they would have continued using MYRROR in the future. By also including the users 
who answered that they would have used MYRROR ``quite likely’’ in the future, the 

Fig. 16  Answers to Question 8 of POST-Q, assessing the ability of MYRROR as a tool for ``remembering’’ 
information

Fig. 17  Answers to Question 9 of POST-Q, about the likelihood of future usage of MYRROR 
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overall percentage of the users increases to 31 out of 40 user (77.5% in percentage), 
which is a very good outcome that confirms the good impact of the system on final 
users (Fig. 17).

The last aspect we investigated through our user study concerned the overall usa-

bility of the system. In this case, we asked the users to answer to the well-known 
SUS questionnaire (Brooke 1996), in order to assess about the overall usability of 
the platform.

As shown in Table 3 and Fig. 18, we obtained the highest results for Question 1 
and Question 3, concerning easiness and frequency of use. This is not surprising, 
since the impact of these aspects on the overall user engagement was already dis-
cussed in the article. Similarly, we obtained satisfying results in terms of integration 
of different functions (Question 5) and learning curve (Question 7). The outcomes 
emerging from Question 7 are particularly good, given the high complexity of the 
system. As for the even questions, we obtained the lowest result for Question 10, 
concerning the training time needed to use the platform. This is an expected out-
come that depends again on the complexity of the system. However, as emerging 

Table 3  Results of the SUS questionnaire

The higher the better for odd questions, the lower the better for even questions

# Question Average SD

1 I think that I would like to use this system frequently 3.98 0.89

2 I found this website unnecessarily complex 2.23 0.95

3 I thought this website was easy to use 4.00 0.88

4 I think that I would need the support of a technical person to be able to use this 
system

2.18 0.78

5 I found various functions in this system were well integrated 3.95 0.95

6 I thought there was too much inconsistency in this system 2.33 0.92

7 I would imagine that most people would learn to use this system very quickly 3.88 0.85

8 I found the system very cumbersome to use 2.43 0.75

9 I felt very confident using the system 3.78 0.86

10 I needed to learn a lot of things before I could get going with this website 2.65 0.95

Fig. 18  Bar chart summarizing the results of the SUS questionnaire. Values on the X axis are mapped to 
the questions presented in Table 3
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from Question 2, most of the samples understood that such a complexity is a neces-
sary feature of a system whose goal is to acquire and manage such a huge number 
of personal data. Overall, we obtained an average SUS score of 69.44 (min = 42.5, 
max = 100, SD = 15.02). According to (Brooke 2013), we can conclude that the 
overall usability of the system is good (SUS score between 53 and 73).

6.3  Recap of the experiment

In the following, we want to synthesize the main findings and the main lessons we 
learned from this evaluation of MYRROR, by answering to the research questions we 
introduced in this section.

• RQ1: effectiveness of the conceptual model Which facets of the HUM do the 

users consider as more relevant for getting personalized suggestions?

  Answer: we did not note a particular facet that significantly emerged as more 

relevant. In general, the users considered as important and relevant all the facets 
we encoded in our conceptual model, and this further confirmed the goodness of 
our design choices.

• RQ2: user engagement and adherence of the resulting profiles How frequently do 

the users interact with the system? What do they think of the holistic user models 

the system can build?

  Answer: user engagement was satisfying, in terms of both the amount of col-
lected data and the average number of connections and login we got from the 
users recruited for the experiments. Overall, the users stated that the resulting 
user profiles were adherent to their personal beliefs.

• RQ3: self-awareness, discover and remember capabilities Do the data visualiza-

tions we made available in MYRROR increase users’ self-awareness of their per-

sonal data? Does the system allow the user to discover or remember information 

about herself?

  Answer: Yes, it does. This is a fundamental outcome of this experiment that 
finally confirmed that both our conceptual model and the implementation of 
MYRROR can support the users in the creation of their own holistic user profiles. 
Indeed, the users appreciated the idea of gathering and merging their data to pop-
ulate the facets of the profile. Moreover, the data we collected showed that the 
majority of the sample correctly perceived the system as a tool that allow to dis-
cover new information about themselves and to remember previous facts about 
their life by connecting different and heterogeneous pieces of information.

7  Conclusions and future work

In this article, we have presented a platform that allows to extract and process users’ 
personal data to populate a holistic user profile, that is to say, a representation of 
the user that relies on the digital footprints left on social networks, smartphones 
and wearable devices. Our holistic user model is based on seven different facets, 
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as demographic data, interests, affective aspects, psychological states, behaviors, 

social relations and physiological data, and is populated through a profiling pro-
cedure that maps the raw data to the corresponding dimension of the holistic user 
model.

In the experimental evaluation, we carried out a user study aiming to evaluate 
the effectiveness of our design choices and the willingness of the users to share 
their personal data. The experimental results showed that the users appreciated the 
platform as well as the data visualizations we made available. Moreover, the study 
revealed that the users are more willing to provide access to their personal informa-
tion only if they can see a real value in the personalized services they can potentially 
exploit. Overall, the system was appreciated by the users both in terms of function-
alities and its general usability.

As future work, we will continue the development of the platform by introduc-
ing more algorithms and techniques in the data processing and enrichment layer, in 
order to infer new and better features describing the users. Finally, we will integrate 
holistic user profiles in a real use cases, like tourism personalization and food rec-
ommendation. Specifically, we aim to develop recommendation algorithms that can 
take advantage of the heterogeneous data points encoded in the user profile and lead 
to better suggestions.
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