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Preface

This volume contains the papers presented at AISC 2018: 15th Annual Conference of the Italian
Association for Cognitive Sciences (AISC) held on December 17-19, 2018 in Pavia.

There were 46 submissions. Each submission was reviewed by at least 2, and on the average
2.2, program committee members and reviewers. The committee decided to accept 39 papers.
The program also includes 7 invited talks.

The conference topic of this year was ”The new era of Artificial Intelligence: a cognitive
perspective”.

Big data, machine learning, AI algorithms are intensely disputed and acclaimed nowadays.
Currently we are assisting to growing investments in computational models simulating neu-
rocognitive functions (e.g. the Human Brain Project) and this trend will probably be enhanced
in the near future (Communication Artificial Intelligence for Europe, 25 April 2018) especially
in the fields of Machine Learning and Robotics.

The conference focused on the role of Cognitive Science in this debate, (re)discussing the new
idea of AI (as compared to the one historically proposed by McCarthy, Minsky, Brooks, Lenat,
Rumelhart and McClelland among others) bringing into discussion ideas from Neurocognition,
Epistemology and formal Linguistics among other relevant Cognitive Science sub-fields.

This was the list of the invited speakers who presented their insightful perspective on the
conference topic during the conference:

Prof.ssa Maria Rita Manzini (Università degli Studi di Firenze)
Prof. Marcello Massimini (Università degli Studi di Milano)
Prof. Silvestro Micera (Scuola superiore Sant’Anna Pisa)
Prof. Alfredo Paternoster (Università degli Studi di Bergamo)
Prof.ssa Gabriella Vigliocco (University College London)
Prof. Charles Yang (University of Pennsylvania)
Prof. Roberto Zamparelli (Università degli Studi di Trento)

We wish to thanks IUSS for economical and logistic support of this initiative. We are
especially indebt with Virginia Borasi and Silvia Grecchi for their help in the organization of
this conference.

The submission, review process and the creation of these proceedings has been made possible
by EasyChair platform.
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Lo sviluppo nel futuro delle scienze cognitive 
Gabriella Airenti1 

1Dipartimento di Psicologia, Center for Logic, Language, and Cognition, Università di Torino 
 

L’idea originaria da cui è nata la scienza cognitiva alla fine degli anni settanta del secolo scorso era di 
superare la psicologia tradizionale arricchendo lo studio della mente con il contributo di altre discipline come 
l’intelligenza artificiale, la linguistica, le neuroscienze, la filosofia e l’antropologia. Questo approccio, che allora 
definiva l’ambito della scienza cognitiva, è stato molto presto reinterpretato come la ricerca di un metodo 
unificante per lo studio della mente. Si è così sviluppato un legame privilegiato tra psicologia e intelligenza 
artificiale.  La principale metodologia utilizzata prevedeva di costruire modelli computazionali che esplicitassero 
le rappresentazioni mentali che producono le diverse forme di azione umana (Pylyshyn, 1984).  

Questo approccio simbolico si è sviluppato al prezzo di separare la mente dalla sua base biologica e dal 
contesto in cui l’attività umana si svolge. Non c’era spazio per sviluppo, apprendimento, variabilità  e in generale 
per ogni tipo di cambiamento dovuto a cause  biologiche o sociali. Anche l’avvento del  connessionismo non ha 
cambiato questo stato di cose in modo sostanziale. Indubbiamente le reti neurali  hanno dato un’importanza 
centrale all’apprendimento. Tuttavia le reti neurali si sono rivelate nel tempo come un metodo alternativo per 
costruire modelli computazionali senza manifestare la capacità di far emergere rappresentazioni strutturate 
(Gentner, 2010). Inoltre negli sviluppi recenti dell’intelligenza artificiale le reti neurali sono state largamente 
sostituite da varie tecniche di apprendimento statistico (Forbus, 2010).  

Una svolta nelle scienze cognitive si è verificata con l’introduzione del concetto di mente incarnata (Varela et 
al., 1991). Secondo questo approccio, non si possono modellare le funzionalità della mente trascurando il fatto 
che operano sul mondo esterno tramite il corpo. Questa svolta ha corrisposto a un’importanza maggiore assunta 
dalla robotica che si propone di costruire esseri artificiali che possano cooperare con soggetti umani in molteplici 
compiti che includono, per esempio, l’assistenza a persone anziane o portatrici di handicap. Attualmente è 
soprattutto la robotica sociale che cerca di stabilire una connessione con le scienze biologiche, la psicologia e le 
neuroscienze allo scopo di costruire robots che possiedano funzionalità che permettano loro di interagire con 
successo col mondo esterno fisico e sociale (Airenti, 2015; Wiese et al., 2017).   

La questione che si può sollevare oggi riguarda la natura stessa della scienza cognitiva. La relazione 
privilegiata che la psicologia ha stabilito con le scienze dell’artificiale per un certo periodo è stata molto 
produttiva e ha generato idee interessanti e nuovi modi di vedere problemi classici, si pensi per esempio alla 
ricerca su memoria e rappresentazione della conoscenza. Tuttavia, appare anche chiaramente come l’esigenza di 
costruire modelli computazionali si sia rivelata un limite che ha ristretto l’ambito della ricerca. Già Hewitt 
(1991) notava la difficoltà di costruire sistemi artificiali che siano fondati, come i sistemi sociali, su concetti 
quali impegno, cooperazione, conflitto, negoziazione, ecc. Un gran numero di fenomeni essenziali per spiegare il 
funzionamento della mente umana sono stati quindi largamente ignorati perché difficilmente formalizzabili. 
Questo ha portato ad una visione rigida e statica della mente che non tiene conto del fatto che la mente stessa è il 
prodotto dell’interazione col mondo fisico e sociale in un continuo processo di sviluppo.  

La psicologia dello sviluppo ha avuto per molto tempo un ruolo secondario all’interno della scienza cognitiva 
proprio a causa del fatto che, per definizione, essa pone al centro del suo interesse tutte le questioni che la 
scienza cognitiva ha tradizionalmente ignorato, vale a dire  il concetto stesso di sviluppo e la parte che biologia e 
cultura hanno nelle sue manifestazioni. Il problema che gli psicologi dello sviluppo hanno incontrato riguarda il 
metodo. Gli psicologi dello sviluppo utilizzano metodologie diverse che comprendono certamente esperimenti 
ma anche lavoro sul campo, osservazioni controllate, parent-report. Lo sviluppo è un fenomeno complesso che 
può essere analizzato solo utilizzando diversi punti di vista. Un caso paradigmatico è quello dello studio della 
teoria della mente. Il problema della rappresentazione della mente dell’altro (o della propria) è emerso all’inizio 
nella ricerca sui primati (Premack e Woodruff, 1978) ed è diventato uno dei filoni principali della ricerca sullo 
sviluppo in generale. Attualmente, viene studiato nei primati sia umani che non umani, in gruppi di età diversi 
dai neonati agli anziani, in soggetti a sviluppo tipico e atipico, utilizzando metodologie diverse che comprendono 
tecniche sperimentali, ricerca sul campo e osservazioni cliniche. 

La mente umana è complessa e i diversi metodi che sono stati proposti nelle diverse discipline che la studiano 
possono essere utili per aumentare la conoscenza che ne abbiamo. Dar conto di questa complessità era lo scopo 
principale che ha portato alla nascita della scienza cognitiva ed è il ritorno a questa prospettiva che può 
permettere di darle un futuro. 
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Abilità narrative nei bambini con DSL in età prescolare: un’analisi dei 
comportamenti linguistici e non-verbali nei compiti di retelling 

Francesca Beraldi1, Gloria Gagliardi2, Milvia Innocenti3 
1Università degli Studi di Firenze, 2Università degli Studi di Bologna, 3AUSL Toscana Centro 

Introduzione 
È di frequente riscontro nella pratica clinica che i bambini con disturbo del linguaggio [APA, 2013; Bishop et al., 
2017] vedano riequilibrate in seguito a trattamento logopedico gran parte delle abilità lessicali e linguistico-
formali, ad eccezione però dell’ambito narrativo. Le abilità narrative non rappresentano soltanto un indicatore 
del livello di competenza linguistica, ma costituiscono una tappa evolutiva essenziale ai fini dell’organizzazione 
del pensiero logico e del ragionamento verbale: deficit in questo ambito, comportando difficoltà negli 
apprendimenti e in campo lavorativo, hanno spesso un forte impatto sulla sfera socio-relazionale [Tomblin et al., 
2003; Conti-Ramsden et al., 2009; Durkin et al., 2009]. Lo studio si propone perciò di valutare le abilità di 
retelling (ovvero di rievocazione di una breve storia) in bambini di età prescolare con diagnosi di DSL, 
analizzandone gli aspetti linguistici e pragmatici anche in relazione al medium (cartaceo o multimediale) con cui 
la storia viene loro presentata. 

Metodo 
Il campione è composto da 16 bambini monolingui (13 M; 3 F) di età compresa tra 4;2 e 5;4. 8 di essi, tutti 
maschi, sono stati reclutati tra i pazienti in trattamento presso la AUSL Toscana Centro in seguito a diagnosi di 
DSL di tipo espressivo; gli altri 8 (5 M; 3 F), che costituiscono il gruppo di controllo, hanno sviluppo cognitivo e 
linguistico tipico. Le produzioni narrative sono state elicitate utilizzando tre diverse prove: 

 Bus Story test [Renfrew, 2015], prova standardizzata di retelling sollecitato da tavole cartacee figurate; 
 retelling de “I tre porcellini”, proposto attraverso un libro cartaceo illustrato; 
 retelling del cortometraggio “Orso polare” (durata della storia: 90 sec.), proposto mediante tablet. 

La generazione della storia è stata agevolata dalla permanenza del supporto durante lo svolgimento della prova.  
Le sessioni sono state videoregistrate, trascritte ortograficamente con il software ELAN 
(https://tla.mpi.nl/tools/tla-tools/elan/) in formato CHAT-LABLITA [MacWhinney, 1991; Cresti & Moneglia, 
2005] (fig.1) e analizzate sotto il profilo lessicale, morfo-sintattico, pragmatico e narrativo (tab.1).  
L’effettiva significatività statistica delle differenze tra DSL e gruppo di controllo è stata valutata attraverso test 
statistici non parametrici in ragione della ridotta numerosità campionaria ( 2 e Kolmogorov-Smirnov). 
 

LIVELLO DI ANALISI INDICI 
Fluenza fluenza narrativa  
 false partenze 
 pause (vuote/piene) 
Tratti lessicali e morfo-sintattici type/token ratio [Holmes & Singh, 1996] 
 MLU [Brown, 1973] 
 n. enunciati verbless 

n. enunciati interrotti 
 n./percentuale di principali, coordinate e subordinate  
 errori di morfologia libera/legata  
 n. (e correttezza) dei clitici 
 coerenza dei tempi verbali 
Abilità Narrative grammatica delle storie 
Comunicazione non verbale Gesto 

 mimica: sorrisi, atteggiamenti di ricerca di conferma 
e espressioni concordi all’emozione del racconto 

contatto oculare 
Tabella 1. Descrizione degli indici linguistici considerati nello studio 



 
Figura 1. Trascrizione delle sessioni 

Risultati  
L’analisi conferma i dati riportati in letteratura: i bambini con DSL manifestano difficoltà persistenti nell’attività 
narrativa, poco fluente, e nell’utilizzo dei clitici [Bortolini et al., 2006], il più delle volte omessi. Per quanto 
riguarda i comportamenti non verbali, nei DSL si riscontra inoltre una forte prevalenza di gesti non connessi al 
discorso (auto- ed etero-adattatori), e un contatto oculare più breve con l’interlocutore.  
Le modalità di presentazione della storia influiscono fortemente sull’attività narrativa: nell’intero campione, 
infatti, le performance sono risultate peggiori nella prova “Orso polare”. Secondo le autrici tali discrepanze non 
sono imputabili alla diversa “difficoltà” dei racconti, tutti caratterizzati da una struttura eventiva elementare, né 
alla differente “notorietà” delle storie, per lo più ignote ai bambini. Tali dati, seppur parziali, sembrano 
confermare l’importanza di incoraggiare e sostenere la verbalizzazione di storie, preferendo in queste attività il 
libro cartaceo. Da un punto di vista più generale, le difficoltà evidenziate sono presumibilmente legate non 
soltanto a deficit di tipo linguistico, ma riconducibili a fragilità in altri ambiti cognitivi, in particolare a carico 
della memoria procedurale, delle funzioni esecutive (pianificazione e attenzione) [Pinton, 2018] e di Teoria della 
Mente, non esplicitamente indagate nello studio. 
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The field of Artificial Intelligence (AI) has undergone undoubted progress in recent years, thanks to the 
advances offered by the current big-data era. Although the research has led, for example, to machines 
able to defeat human champions in several games, the challenge of a computer autonomously solving 
mathematical puzzles from their description in natural language text and diagrams is still open. For 
example, a computer recently beat a world champion in the Go game (Silver et al., 2016). However, if 
we consider the simple puzzle “Jacob, Lucy and Frank are three friends whose ages add up to 28 years. 
How many years later will their ages total 37 years?”, currently there is no computer able to understand 
and find the solution. Conversely, primary school children, aged 9/10 years, can solve it without any 
complex computation ability, or accessing a huge quantity of data (Jonassen, 2000). In general, we would 
say that a shift from “big-data” towards “big-reasoning” is needed (Chesani et al., 2017). 
Mathematical puzzles are iconic examples of the problem-solving capabilities we are looking for. They 
are usually described through natural language texts and diagrams. Overall, finding the answer requires 
neither advanced mathematical skills, nor extensive domain knowledge. Essentially it requires natural 
language understanding (reading skills and semantic processing), working memory, long-term and short-
term memories, inductive and deductive reasoning (fluid intelligence), and quantitative knowledge 
(basic math skills) (Swanson and Beebe-Frankenberger, 2004). Hence, children’s ability to solve such 
puzzles poses several questions to AI practitioners. 
A first step would be to share (and possibly align) the AI viewpoint of mathematical puzzles with models 
and terms from psychological cognitive studies, such as the CHC theory of cognitive abilities (Flanagan, 
2008), which is one of the more known psychometric-based taxonomy of human cognitive abilities.  
A second step is to analyze the problem-solving process and understand how cognitive theories could 
foster new models in AI. In intelligent human behavior, “goals are achieved by assembling a series of 
sub-tasks, creating structured mental programs” that allow individuals to: (a) select information relevant 
to the current decision, (b) rapidly change the mental focus when the cognitive context modifies, (c) 
organize several steps or cognitive epochs following a sequence (Duncan et al., 2000). Recent studies 
have identified specific regions of the brain, such as the Multiple-Demand system of frontal and parietal 
cortex, which are strongly correlated with mental programming and standard tests of fluid intelligence 
(Duncan, 2010). It should also be considered that individuals differ in their problem-solving strategies 
depending on their cognitive abilities and the complexity of the problems. Identifying successful (and 
unsuccessful) strategies for solving puzzles, or searching for patterns, could suggest new insights for AI. 
For example, a new application for analyzing sequential eye movements showed that successful Raven 
solvers (Raven et al., 1998) use a constructive matching strategy (i.e., the formulation of the missing 
element on the basis of matrix information and looking for that element in the response area), rather than 

1 This work has been partially supported by the ASIA-GiM project, funded by the University of Bologna within the 
AlmaIDEA initiative. 
2 The authors wish to thank Ing. Riccardo Buscaroli, who contributed in the classification of mathematical puzzles. 



a response elimination strategy (i.e., the inspection of alternatives in order to evaluate whether each fits 
into the empty matrix slot) (Raven et al., 1998). 
Specialized approaches able to successfully solve various problems (related to mathematical puzzles) 
have been proposed and implemented in AI: the “three friends” problem, for example, can be viewed as 
a constraint-based problem, with three variables and few constraints. Current Constraint Solvers can deal 
with millions of variables and constraints successfully tackling problems of a higher difficulty level. 
However, the extreme specialization of AI has led to its fragmentation into several sub-fields, thus 
overlooking the viewpoint of a general intelligence approach, where many different cognitive skills, such 
as text understanding, diagram comprehension, knowledge elicitation and extraction, etc., are all merged 
together into a comprehensive, fully-fledged approach. Several Cognitive Architectures have been 
proposed in the past, often focusing on how to organize procedural/declarative knowledge and reasoning 
processes. Among the proposed solutions, we mention ACT-R (Anderson, 1983) and SOAR (Newell, 
1990). Recently, a tentative of suggesting a unified, standard model of cognitive processes has also been 
proposed (Laird et al., 2017). Given the number of achieved results, these architectures can be considered 
a good starting point, although the problem we face is not about which architecture is better, but rather 
how to achieve, in a non ad-hoc way, integration in an AI system of the mentioned cognitive skills. 
The ASIA-GiM project aims to investigate how recent AI achievements, and psychological cognitive 
models and studies could provide new insights towards the definition of fully-fledged intelligent agents 
able to solve mathematical puzzles. We present the initial observations the project builds on, its aim, and 
a primary classification of mathematical puzzles from the viewpoints of AI, and of Psychological 
Cognitive studies. 
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Background and aims 
In our everyday life we are typically able to discriminate between objects that belong to others and 
those that we feel are our own (Scorolli, Borghi & Tummolini, 2017). However the cognitive 
mechanisms that support this ability are still unclear. Single case studies with patients show that object 
ownership feelings can be temporarily lost after brain damage (“when I look at my belongings, I felt 
that they were not mine”, Nascimento Alves et al, 2016). Intriguingly, the case of a somatoparaphrenic 
patient who denied ownership of her left hand as well as of personal property related with it (Aglioti et 
al, 2006) suggests that the experience of owning property can be directly based on the incorporation of 
objects in our body image (incorporation). To explore this possibility with a population of healthy 
participants, here we propose a new design aimed to create an “illusion” of ownership over objects 
owned by others and, conversely, an “illusion” of dis-ownership over self-owned objects (rings) by 
manipulating the sense of ownership of the body part associated with them (hand). 

Methods 
We employed a modified version of the rubber hand illusion (Botvinick & Cohen, 1998) in which each 
participant as well as the rubber hand wore a ring. Feelings of ownership and dis-ownership were 
measured through a word-picture matching task (adapted from Sui & Humphreys, 2012) in which 
participants had to judge whether an object picture (own hand/own ring vs. rubber hand/not-owned 
ring) and the labels ME/OTHER were correctly matched or not. In Experiment 1 (41 women, age M = 
23.4 years, SD = 3.9), participants wore their own rings. The experiment was designed to test the effect 
of body-ownership manipulation on long-term object-ownership. In Experiment 2 (43 women, age M = 
23.1 years, SD = 4.6), participants were given a choice between two rings. After the choice, the chosen 
ring was property of participant. In this case, the aim was exploring the effect of body-ownership 
manipulation on short-term object-ownership. The procedure of the two experiments was identical. 
Before the beginning of the experiment, the experimenter took some pictures of participants’ left hand 
and ring. These pictures served as stimuli in the word-picture matching task. Participants then were 
asked to complete the first block of the task. After that, they repeated the task twice (block 2 and 3) but 
experienced two 2-min sessions of Rubber hand illusion (RHI) before each block. Blocks 1 2 3 were 
identical to each other. After the experiment, participants completed a questionnaire (adapted from 
Longo et al., 2008) rating their subjective experiences of the RH illusion. 

Hypotheses 
Ownership Hypothesis:  if the illusion of ownership of the fake hand extends to the ring associated with 
it, we expect slower RTs in the synchronous than in the asynchronous condition when perceiving 
objects owned by someone else. 
 Dis-ownership Hypothesis: if the illusion of dis-ownership of the biological hand extends also to the 
ring associated with it, we expect slower RTs in the synchronous than in the asynchronous condition 
when perceiving self-owned objects. 

Results 
To assess whether owned objects become part of the conceptual self, we checked for presence of a self-
prioritization effect (faster RTs and better accuracy in self-related matched trials) for both self-owned 



hand and ring in the two experiments. We adopted a bootstrapping procedure combining accuracy and 
RT performance at baseline (block 1). Results of the bootstrap analysis show evidence of a self-
prioritization effect in both experiments: faster RT and better accuracy when perceiving objects owned 
by the self compared to objects owned by others. This result suggests that the conceptual self is 
extended and includes both long-term (Experiment 1) and short-term (Experiment 2) owned objects. 
To explore whether changes in the sense of body ownership affect the conceptual self, we assessed the 
effect of body-ownership manipulation (synchronous vs asynchronous stimulation) on RT performance 
in block 2 and 3. We adopted a mixed-effects model approach. In Experiment 1 response times on self- 
and other-ownership matched trials are slower in the Synchronous than in the Asynchronous condition, 
b = 67.5, t= 2.480, p = 0.0163. In Experiment 2 we do not find evidence that response times on self- 
and  other-ownership matched trials are affected by the experimental condition, b = 4.48, t= 0.156, p = 
0.877. Results of Experiment 1, but not of Experiment 2, confirmed both the ownership and dis-
ownership hypotheses. 

Conclusion 
The mental representation of the self comprises conceptual information (semantic and episodic 
knowledge relevant to the self) as well as perceptual information regarding the body. These pieces of 
conceptual and perceptual information are malleable and linked (Maister et al, 2015). Here we have 
shown that the “conceptual” representation of the self includes also information regarding one’s own 
personal property (Experiment 1) and that it is malleable: i.e. the conceptual representation of the self is 
quickly extended also to include recently acquired property (Experiment 2). Moreover, we have shown 
that changing the “bodily” representation of the self can affect the “conceptual” representation. Results 
indicate that undermining the bodily self (via body manipulation) has cascade effects on conceptual 
representations when the object has been associated with a body-part for a long time (Experiment 1) 
but not when it has been recently associated (Experiment 2). Taken together these findings suggest that 
the experience of object ownership can indeed be based on the incorporation of objects in our body 
image.  
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Introduction 
The relationship between humans and robots is increasingly becoming focus of interest for many 
research fields. In psychology, most studies investigating the Human-Robot Interaction (HRI) in 
adults have shown that humans behave similarly when interacting with another human or a robot 
(Kanda et al., 2004; Itakura et al., 2008a, b; Nishio et al., 2012), demonstrating how both physical 
and psychological features of the robots are important for the implementation of HRI (for a review, 
see Marchetti et al., 2018). By contributing to the identification of the precursors underlying human 
sociality and their ontogenesis, knowledge from developmental psychology has also proved to be 
central to the implementation of psychological models that can be used in HRI. In this respect, Itakura 
(2008) proposed a new research domain, Developmental Cybernetics, which hypothesizes that 
children understand non-human agents through mentalization (Manzi et al., 2017). With particular 
focus on the Theory of Mind (ToM), a recent investigation (Di Dio et al.) used the Ultimatum Game 
(UG) - that is related to the development of ToM in that it activates the ability of mental 
comprehension, detection and anticipation of the other’s behavior (e.g., Castelli et al., 2010, 2014a,b, 
2017) – to evaluate preschoolers’ decision making when interacting with either another child or with 
a robot.  During the UG, children played as both proponents and receivers. The aim of the study was 
to evaluate the mental characteristics that children ascribe to robots with respect to humans, 
comparing mental attributions with actual behavior during an interactive situation that requires 
reciprocity, such as that proposed in the UG. In so doing, children’s justifications for their behavior 
during the UG were also analyzed when playing with the human and the robot as proposers and 
receivers.  
Methods 
Thirty-one (31) Italian kindergarten children participated in the experiment (13 females; mean age = 
70.8 months, SD=2.99 months). The following tests were used: a) control tests: the PPVT, the subtest 
inhibition of NEPSY-II, the Backward Digit Span; b) ToM tests: Smarties and Sally-Anne tasks 
(classic storyboard version); first false belief task (novel video version); c) Attribution of Mental and 
Physical States scale (AMPS); d) the Ultimatum Game, played with a human and a robot as both 
receiver and proposer.  
Results 
In relation to AMPS, the GLM highlighted that children attributed higher mental and perceptive 
properties to the human than to the robot (Figure 1). On the other hand, comparison between the total 
amount offered and received when children played the UG with the human and the robot revealed no 
significant differences. Additionally, a chi-square analysis of the justifications at the UG coded as 
outcome, equity, and mentalization-based, showed that outcome-based justifications were the most 
used for all divisions when playing with both the human and the robotic partner. Equity and 
mentalization-based justifications were used for fair divisions independent of agency, substantially 
decreasing when children proposed or received a divisional offer that skewed towards iniquity. 
Considerations 
The AMPS showed that 5-year-old children recognized the robot as a different entity from the human 
in line with previous literature (e.g., Katayama et al., 2010). Nevertheless, children behaved similarly 
during the UG when playing with the human and the robot as either proposers or receivers, confirming 
a tendency to maximize gain (e.g., Fehr et al., 2008), and to partially disregard the other’s “mind” 



  

when making “economic” choices. This idea was further reinforced by children’s justifications for 
their behavior at the UG showing that, independent of the interactive agent and of the role played, at 
this age children mostly reason in economic/quantitative terms when playing, besides with human 
partners, also with robots. Most interestingly, nearly total absence of equity and mentalization-based 
justifications for unfair divisions suggests an attempt of children to resolve a social cognitive conflict 
emerging from the discrepancy between a “socially-expected” fair behavior and the actual “selfish” 
behavior. This interpretation - opposite to what observed above - underpins children’s consideration 
of the other’s “mind” and social judgment (Takagishi et al., 2010). Lack of major differences between 
the human and robotic partner also in this context corroborates the idea that the robotic partner is not 
treated, by young children, differently from the human partner. 
 

 
Figure 1: AMPS scores as a function of agency. 
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Ad hoc presupposition construction

  
Philosophers and linguists have long debated the phenomenon of ‘presupposition’, whereby 
speakers linguistically mark information as background or taken for granted. This debate has 
surprisingly left untouched the following two assumptions: (i) presuppositions are not part of 
what is intentionally communicated by the speaker, and (ii) the propositional content of a 
presupposition is semantically determined. These assumptions are well-established in the 
literature and they are endorsed even by scholars who offer a ‘pragmatic’ analysis of 
presuppositions. For instance, with regard to (i), Simons (2007) claims that presuppositions are 
“not part of the speaker’s communicative intention” and they are transmitted simply as a “by-
product”. Or, with regard to (ii), she suggests that the presuppositional content is “calculated, 
presumably compositionally, on the basis of the content of the trigger plus the rest of the content 
expressed” (Simons, 2005). 

In this paper, we challenge both these assumptions. We argue that presuppositions fall 
within the scope of ‘ostensive-inferential communication’ (Sperber & Wilson, 1986/1995) and 
illustrate the benefits of our proposal. Ostensive-inferential communication requires the 
communicator to display an overt behavior aimed at attracting attention to her communicative 
intention (‘ostension’). Furthermore, it requires the audience to infer the communicator’s 
intended meaning (‘inference’). 

First, we show that by treating presuppositions as part of what is ostensively 
communicated by the speaker, we can provide a unified account of a variety of presuppositional 
uses discussed in the literature. This account covers the whole range of cases from 
noninformative, or ‘common ground’ presuppositions, to informative presuppositions, as well 
as cases of exploitative presuppositions.  

Second, and more importantly, we suggest that by treating presuppositions as the output 
of an inferential process of pragmatic interpretation, we can shed a new light on their context-
sensitivity. Traditional accounts of presuppositions view the context-sensitivity of (at least 
some) presuppositions as pertaining to the question of whether presuppositions are contextually 
defeasible. This question does not exhaust the relation between presuppositions and context. 
The propositional content of a presupposition is determined ad hoc via a process involving both 
semantic decoding and pragmatic inference, and involving a ‘mutual parallel adjustment’ 
(Wilson & Sperber, 2004) among presuppositions, the explicit content and the implicatures of 
the utterance.  

Ostension and inference represent two sides of the same coin and can shed a 
complementary light on presupposition as a genuinely communicative phenomenon.  
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The Motoric Component of Pictorial Experience 
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This paper suggests that motor processing plays an important role in our experience of pictures. The 
standard literature on picture perception has never explicitly addressed this idea, as depicted objects 
are taken to be passive objects of perception: they do not foster in us the perception of action 
possibilities (Matthen 2005; Nanay 2011; Ferretti 2016a, 2016b, 2017a, 2017b, 2018, forthcoming) 
and we cannot perceive significant spatial shifts when moving with respect to them (Nanay 2011; 
Hopkins 2012). For this reason, it might sound extremely controversial to say that motor processing 
plays an important role in generating pictorial experience.  
          Contrary to this general stance, this paper defends, for the first time, this apparently very 
controversial claim, never addressed in the literature: that the specific and crucial relations between 
vision and motor processing are crucially involved in our perception of objects in a picture.  
           The reader should note that a closer look to this claim reveals that it should not be considered 
as a very odd claim. Indeed, the philosophical analysis of several studies from cognitive science 
suggests that vision and motor processing are deeply linked (Nanay 2013; Noë 2004; Briscoe and 
Grush 2015; Ferretti 2016c; Zipoli Caiani and Ferretti 2017; Ferretti and Zipoli Caiani 2018). But 
we also know that the representations by means of which we can access a pictorial content are 
visual representations (Nanay 2011, 2012, 2017; Ferretti 2016, 2017a, 2017b, 2018, forthcoming). 
This suggests that motor processing might be involved in picture perception in a non-trivial manner. 
However, nobody has ever explicitly discussed the role of motor processing in our experience of 
pictures.   
         Starting from this lack in the literature, I first discuss two ways in which vision and motor 
processing are crucially linked. First of all, (i) vision allows us to visually represent the action 
possibilities offered by the objects we face in our environment. Second, (ii) as we move with 
respect to an object, we experience a change in sensory stimulation that is correlated to the way 
such a movement is performed. These two ways in which vision and motor processing are crucially 
linked are taken to be at the basis of our everyday perception of real objects. I suggest that they also 
play a crucial role in order for us to obtain a pictorial content. 
           I first specify that the literature on picture perception suggests that, when we are in front of a 
picture, we visually represent two things: the vehicle that bears the pictorial content, i.e. the 
picture’s surface and the pictorial content itself, i.e. the depicted object. The literature also suggests 
that the way we visually represent the surface can influence the way we obtain the pictorial content.  
           At this point, I show that the crucial relations between vision and motor processing, 
described by (i) and (ii), are at the basis of the representations we use in picture perception. In 
particular, I describe how they are respectively in play during the representation of the picture’s 
surface, as well as during the representation of the depicted object.  
            In order to strengthen my point, I also show that, when we cannot properly exercise the two 
ways in which vision and motor processing are crucially linked, described by (i) and (ii), 
respectively, during the representation of the picture’s surface, as well as during the representation 
of the depicted object, this leads to a breakdown in pictorial experience, of the kind obtained with 
pictorial illusions à la trompe l’oeil, which are able to foster in us the (illusory) visual experience of 
real presence, which resembles, almost perfectly, the one we are (veridically) acquainted with 
during real object perception.  
 



 
References 
Briscoe R. and Grush R. (2015). Action-based Theories of Perception, in Zalta E.N. (ed.), The 
Stanford Encyclopedia of Philosophy. plato.stanford.edu/archives/fall2015/entries/action-
perception/.  
 
Ferretti, G. (2016a) Visual feeling of presence. Pacific Philosophical Quarterly, DOI: 
10.1111/papq.12170. 
 
Ferretti, G. (2016b): Pictures, Action Properties and Motor Related Effects. Synthese, Special Issue: 
Neuroscience and Its Philosophy, 193(12), 3787-3817. DOI 10.1007/s11229-016-1097-x. 
 
Ferretti, G. (2016c). Through the Forest of Motor Representations. Consciousness and Cognition, 
43, 177-196. DOI: http://dx.doi.org/10.1016/j.concog.2016.05.013. 
 
Ferretti, G. (2017a). Are Pictures Peculiar Objects of Perception? Journal of the American 
Philosophical Association, 3(3), 372–393. DOI: 10.1017/apa.2017.28. 
 
Ferretti, G. (2017b). Pictures, Emotions, and the Dorsal/Ventral account of Picture Perception. 
Review of Philosophy and Psychology, 8(3), 595-616. DOI: 10.1007/s13164-017-0330-y. 
 
Ferretti, G. (2018). The Neural Dynamics of Seeing-In, Erkenntnis, 
DOI: https://doi.org/10.1007/s10670-018-0060-2. 
 
Ferretti, G. (Forthcoming). Perceiving Surfaces (and What They Depict). In The Senses and the 
History of Philosophy, Edited by Brian Glenney and José Filipe Silva, Routledge. 
 
Ferretti, G. and Zipoli Caiani, S. (2018). Solving the Interface Problem without Translation: the 
Same Format Thesis. Pacific Philosophical Quarterly. DOI: 10.1111/papq.12243. 
 
Hopkins, R. (2012) Seeing-in and Seeming to See. Analysis, 72, 650–59. 
 
Matthen, M. (2005) Seeing, Doing and Knowing: A Philosophical Theory of Sense Perception. 
Oxford: Oxford University Press. 
 
Nanay, B. (2011) Perceiving Pictures. Phenomenology and the Cognitive Sciences, 10, 461–80. 
 
Nanay, B. (2012). The philosophical implications of the Perky experiments. Analysis, 72, 439-443. 
 
Nanay, B. (2013). Between perception and action. Oxford: Oxford University Press. 
 
Nanay, B. (2017) Threefoldness. Philosophical Studies, 1–20. DOI:10.1007/s11098-017-0860-2. 
 
Noë, A. (2004). Action in perception. Cambridge: The MIT Press.  
 
Zipoli Caiani, S. and Ferretti, G. (2017). Semantic and Pragmatic Integration in Vision for Action. 
Consciousness and Cognition, 48, 40–54. DOI: http://dx.doi.org/10.1016/j.concog.2016.10.009. 



Un modello induttivo-analogico della diagnosi nosologica 
Francesco Gagliardi 

Independent Scholar, Comitato Direttivo dell’AISC (Associazione Italiana di Scienze Cognitive) 
ORCID: 0000-0002-4270-1636, fnc.research@gmail.com 

 
Lo scopo di questo lavoro è fornire una spiegazione filosofico-cognitiva della diagnosi nosologica legando i 
classici temi filosofici delle forme del ragionamento scientifico (come induzione, deduzione, abduzione, 
analogia) con gli aspetti cognitivi del ragionamento di senso comune (come la categorizzazione, i prototipi, le 
argomentazioni). In filosofia della medicina sono state proposte varie teorie della diagnosi per analizzare e 
spiegare il ragionamento diagnostico; una di queste è la diagnosi nosologica: un particolare tipo di diagnosi a-
teorica e basata sulla similarità. In questo lavoro mostriamo come la diagnosi nosologica si possa considerare 
come un procedimento scientifico composto sia da processi induttivi di categorizzazione e concettualizzazione 
che di argomentazioni per analogia; i processi di categorizzazione coinvolti sono spiegabili usando due delle 
teorie dei concetti proposte nella scienza cognitiva: la teoria dei prototipi e la teoria degli esemplari; mentre le 
argomentazioni usate sono analogie sia simmetriche che anti-simmetriche. Infine, presentiamo un modello della 
diagnosi nosologica che lega in un quadro coerente queste precedenti analisi; in questo modello la diagnosi 
nosologica basata sul riconoscimento del quadro morboso tipico, la sindrome, è spiegata in termini di teoria dei 
prototipi e di argomentazioni analogiche anti-simmetriche; mentre la diagnosi nosologica basata su di un 
precedente caso clinico è spiegata con la teoria degli esemplari e con le usuali argomentazioni analogiche 
simmetriche. 
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1. La nascita della scienza cognitiva e di nuovi modi di pensare al mentale 
La scienza cognitiva nasce negli anni Sessanta in un contesto in cui informatica, linguistica, antropologia, 
neuroscienza, filosofia, psicologia si erano allineate quasi magicamente sull’intendere gli oggetti delle loro 
analisi legati da un filo conduttore comune: gli aspetti strutturali e procedurali rappresentati in forme simboliche 
avevano consentito di aprire nuove prospettive teoriche sul mentale, prospettive di cui il comportamentismo 
aveva decretato la non indagabilità nel decennio precedente (Gardner, 1987).  
La filosofia da sempre si interroga su quali siano i principi di funzionamento della mente, dei concetti, delle 
rappresentazioni, dei processi percettivi e di astrazione, ma con la nascita dei tentativi di applicazione del 
metodo scientifico alle discipline umanistiche e la nascita, in particolare, della psicologia scientifica, i vincoli 
metodologici tipici delle scienze naturali portano a mettere in discussione la possibilità di conoscere oggetti che 
non si possono osservare, misurare, sperimentare. Gli approcci strutturalisti continuavano a proporre come 
oggetto d’analisi strutture che potevano essere solo immaginate (per esempio un contenuto mentale, esaminabile 
con l’introspezione). Parole quali istinto, sentimento e i termini per descriverne le varie specie, continuavano ad 
essere usate. Fu Watson, nel 1913, col suo testo “Psychology as the behaviorist views it” a sostenere che 
l'oggetto della psicologia è il comportamento, l’unico fenomeno indagabile perché decomponibile in parti 
indagabili scientificamente. Il comportamento può infatti essere esaminato come risposta dell’organismo agli 
stimoli, ed entrambi (stimolo S e risposta, R) possono essere oggetto di sperimentazione, validazione di ipotesi, 
soggetti ad esperimenti ripetibili. Il manifesto di Watson fu consolidato nel tempo da studiosi quali Skinner e 
Thorndike e il comportamentismo divenne la corrente mainstream in psicologia. 
La mente, il cui funzionamento non è possibile conoscere, viene considerata una scatola nera per la sua capacità 
di elaborare informazioni, ma senza che sia possibile conoscere tale processo. 
Se pure era vero che non se ne poteva dire “scientificamente” nulla rispetto agli esseri umani, lo schema 
Stimolo-Scatola nera-Risposta descriveva il processo comportamentale dei calcolatori che negli anni ’60 non 
erano più solo un modello matematico, ma cominciavano ad essere dei sistemi artificiali dotati di 
comportamento: lo stimolo era un ordine espresso con i sistemi di input, la risposta un’azione che il computer 
eseguiva (stampare, chiudere un file, aprire un file, etc.). E la scatola nera? Tutto il lavoro di elaborazione dei 
componenti ‘interni’ del calcolatore: unità logica, memoria, processore, etc. Frutto di tecnologie ingegneristiche, 
i processi di elaborazione simbolica dei calcolatori non avevano lo stesso difetto degli analoghi processi di cui si 
supponeva l’esistenza nella mente umana. Verosimilmente, se i calcolatori avevano un sistema di elaborazione 
simbolico che consentiva comportamenti complessi, come l’Intelligenza Artificiale cominciava a mostrare, 
anche gli esseri umani, nell’ipotesi peggiore, dovevano avere una struttura analoga. 
 

2. Metafore concettuali  
L’isomorfismo tra processi computazionali e processi mentali era la chiave interpretativa più naturale in quel 
momento storico e da un punto di vista epistemologico trovava supporto nell’idea che i modelli teorici avessero 
natura metaforica, specialmente nelle fasi iniziali della scoperta di una teoria scientifica (Black, 1962). 
La nascita della scienza cognitiva coincise così con l’emergere di una metafora che ha dominato gli studi sui 
processi cognitivi, arrivando sino ai giorni nostri: la metafora della mente come calcolatore (Gozzi, 1989, 1991).  
Si tratta di una metafora concettuale (Lakoff e Johnson, 1980), ossia una proiezione delle conoscenze relative a 
un dominio di ispirazione (source domain) a un dominio di arrivo (target domain). Nella maggior parte dei casi il 
dominio di ispirazione è più concreto e/o più conosciuto e serve proprio per catturare le proprietà (più astratte e/o 
meno note) del dominio di arrivo. Le conoscenze sul sistema solare sono state così utilizzate per formulare le 
prime teorie sull’atomo, per esempio da Bohr nel 1913. Strada facendo, le metafore alla base delle ipotesi 
scientifiche, si son rivelate ‘false’, ma son comunque rimaste alla base dei processi che hanno portato alla 
formulazione delle teorie validate (la meccanica quantistica nell’esempio della fisica atomica).  



Menti e calcolatori 
Solitamente le metafore concettuali (e i modelli esplicativi), come appunto la metafora “L’atomo è un sistema 
solare”, sono direzionali (Lakoff e Johnson, 1980; Gibbs, 2008; Shen e Porat, 2017), ma la metafora della mente 
come calcolatore presenta invece delle peculiarità. Se inizialmente la proiezione dal dominio sorgente 
(calcolatore) al dominio target (mente) si giocò sulla possibilità di conoscere il lavoro simbolico della mente, 
assimilato all’elaborazione delle informazioni nei calcolatori, ben presto si verificarono due fenomeni divergenti 
rispetto all’evoluzione standard di un modello: 
1. La metafora venne usata anche nella direzione opposta: l’intelligenza artificiale cercava ispirazione nelle 
ipotesi teoriche (filosofiche, psicologiche, antropologiche, etc.) per riprodurre la mente umana nei calcolatori, 
rovesciando così la prospettiva.  
2. Mentre inizialmente la mente veniva vista, in analogia col calcolatore, come il software che ‘girava’ 
nell’hardware cerebrale, con l’evolversi delle neuroscienze portò a contestare questa dicotomia, così come il 
dualismo mente-corpo.  
La combinazione di queste due visioni, porta da un lato all’evoluzione della prospettiva connessionista 
(Rumelhart e McClelland, 1986), e dall’altra a una rilettura della metafora del calcolatore (Smolensky, 1991): la 
mente è un prodotto dell’attività cerebrale, quindi se l’intelligenza artificiale vuole raggiungere la competenze 
del comportamento cognitivo degli esseri umani deve passare per la simulazione delle reti neurali. È il computer 
che riproduce il comportamento del cervello, facendo appello alle conoscenze sul funzionamento della 
trasmissione di segnale tra neuroni, e che ipotizza, spesso indipendentemente dalle conoscenze di natura 
psicologica o filosofica, comportamenti ‘intelligenti’ da eseguire adottando una tecnica di rinforzo molto più 
vicina al comportamentismo che al cognitivismo.  
 

Nuove metafore per la mente 
E oggi, a quale punto di evoluzione è arrivata la metafora del calcolatore rispetto allo stato dell’arte delle odierne 
tecnologie intelligenti? (Awati e Buckingham Shum, 2018). L’aumento delle capacità di calcolo e di 
memorizzazione delle informazioni, nonché la strutturazione in rete delle informazioni, hanno generato di per sé, 
quasi spontaneamente, comportamenti ‘collettivi’ intelligenti. I big data, opportunamente analizzati, ci danno per 
esempio informazioni sulle intenzioni di gruppi di persone (persino gli orientamenti di voto). Le indagini corpus 
based in linguistica permettono di individuare fenomeni che prima non era possibile trattare o venivano trattati in 
modo inadeguato proprio per l’impossibilità di un’analisi empirica. Eccetera.   
Pertanto, alla lice di quanto affermato, si ritiene necessario un cambiamento di paradigma interpretativo nelle 
scienze cognitive, che consenta di capire l’evoluzione di concetti quali quello di “intelligenza”, 
“apprendimento”, “comunicazione”, etc. alla luce di quanto i big data e le possibilità di analisi automatica, il 
pattern matching e il machine learning permettono di fare. Questo ci porterà a superare la metafora del 
calcolatore, o -nell’ipotesi più debole e minimalista- ridefinirne la direzionalità e i termini. Insomma, in modo 
più o meno radicale, sembra arrivato il momento di cambiare metafora.  
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Recently, the has been a rapid succession of advances in the ability of artificial neural networks (NNs) 
to identify and label various aspects of reality by abstracting from perceptual data. Currently, they can 
identify not only static objects such as cars and animals, but also produce increasingly accurate 
descriptions of what is taking place in a given image. As a continuation of this development, today the 
theorists of AI are even asking whether an NN could be made to autonomously evaluate what would be 
an appropriate reaction to the descriptions produced by another NN, e.g. whether or not a described 
acting should be regarded as ‘permissible’ (see e.g. Guarini 2010, Conitzer et al. 2017). Attention 
dedicated to this question has increased as a result of e.g. legislation such as NetzDG in Germany that 
obliges social media providers to remove all harmful content within a short time from uploading.  
 Taking a step from mere identification to evaluation is not only a major technological challenge, 
but also ethical one  - because the future in which machines assess the morality of our behaviour on our 
behalf does not seem a particularly attractive prospect for those that still place value to human moral 
autonomy. Although some propose that equipping the autonomous systems that identify which content 
is (not) permissible with “kill switches” suffices to address this concern (Howard and Muntean 2016), I 
argue that a more viable and ethically sound approach would be to recognise that an autonomous NN 
that evaluates content on the basis of the descriptions of situations is, as a matter of fact, not possible to 
implement (even) with current NN techniques due to a crucial difference between moral cognition and 
the kinds of cognition - such as image recognition - that are informed by probability estimations. 
 Although NNs are not the only way to attempt to model moral cognition, most current research 
of artificial moral cognition is focused on modelling it by means of them. The alternative way would be 
to build a set of if/then -rules. However, since there are so many things that can be morally relevant in a 
description of an action, the set would need to be arbitrarily limited, e.g. to apply only to descriptions 
that are ‘easy' for machines to unpack (e.g. remove any content with a slur). The supposed advantage of 
NNs over if/then -rules is that they seem to avoid similar arbitrariness (e.g. Churchland 2015). The 
success of NNs with recognising what acting a random, unseen image represents (Vinyals et al. 2014) - 
which is a close to impossible task for a set of if/then rules - could be presented as evidence for this.  

Usually, NN-based methods for modelling moral cognition have many interconnected layers of 
‘neurons’, that is, functions that reject/deamplify or pass forward/amplify their input value on the basis 
of a numerical weight assigned to it. In such a model, the input to the first layer of a NN could consist, 
e.g. in the descriptions of actions (Guarini 2010), or in the ‘patterns’ of features (that another NN has) 
attributed to actions (Howard and Muntean 2017). The output of the NN would consist in labelling the 
data that has passed all the layers with e.g. string ’remove’. The labels assigned to the actions by the 
NN would be checked, for example, by people with knowledge of moral theory and weights adjusted as 
many times as needed to ensure that the output of the network would meet their standards. Once this 
condition is met, the network can be let to operate without human supervision, i.e. autonomously - and 
later on, its output could serve as the gold standard in the training of the new generation of moral NNs. 
 This path to artificial autonomous moral cognition seems straightforward, and it may seem that 
above all practical problems (e.g. the lack of suitably large publicly available training datasets) still 
prevent moral NNs from producing the anticipated results. However, I suggest that there might be also 
a more fundamental problem. Unlike the proponents of moral NNs think, I claim that also moral NNs 
suffer from certain arbitrariness. So as to see this, we may compare them with image recognition NNs.  



When faced with an unseen image, a trained image recognition NN scans its for the ‘activation 
maps’ of pixel values that it already ‘knows’ to represent a certain class of objects. If the activation map 
is only distantly (e.g. only 10% of the pixel values match) similar to the ‘known’ pattern, the NN 
assigns an equally small weight (0.1) to that pattern in order to ‘mark’ that the probability of the two 
representing the same class is low. Typically, NN recognises an image to contain a representation of a 
certain object iff the probability rises above a threshold set by the designers of the network (e.g. 0.9).    

However, I claim that the above situation is not analogous with moral cognition. For an action 
can have default moral relevance even if its description had only very little (if anything) in common 
with the descriptions of the previous morally relevant actions. I show - with the help of examples - that 
doing something unexpected is a feature of many morally outrageous actions. Since a NN that has been 
trained with the data about the previous actions is unable to recognise unexpected actions, it is bound to 
ignore the moral relevance of such actions. I show that an unfortunate consequence of the failure of the 
NN to recognise a morally relevant action would be that it may continue to remove content that might 
be far more innocuous than the ignored, unexpected content, thus leaving more space for that particular 
content to spread. In this way, the introduction of autonomous moral NNs to keep harmful content in 
reins, I argue, could paradoxically exacerbate the problem of such content spreading across internet.  
 Since autonomous moral cognition requires ‘sensitivity to the unpredictable’, it is not possible 
to realise such cognition with NN techniques that rely on probabilities. However, on a positive note, I 
also think that autonomy might not be even needed for successful artificial moral cognition: perhaps it 
would suffice to implement to a NN an ability that Aristotle calls synesis - i.e. ability to discern how a 
real ‘virtuous person’ would evaluate the situation at hand. However, until there is no viable method to 
implement synesis to NNs, my conclusion implies that there is a reason to return to if/then -rule based 
systems, or stick to designing moral NNs in such a way that they leave the final decisions to humans. 
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Combining typical knowledge to generate novel concepts is an important creative trait of human cognition. 
Dealing with such ability requires, from an AI perspective, the harmonization of two conflicting requirements 
that are hardly accommodated in symbolic systems: the need of a syntactic compositionality (typical of logical 
systems) and that one concerning the exhibition of typicality effects (Frixione and Lieto, 2012). According to a 
well-known argument (Osherson and Smith, 1981), in fact, prototypical concepts are not compositional. The 
argument runs as follows: consider a concept like pet fish. It results from the composition of the concept pet and 
of the concept fish. However, the prototype of pet fish cannot result from the composition of the prototypes of a 
pet and a fish: e.g. a typical pet is furry and warm, a typical fish is grayish, but a typical pet fish is neither furry 
and warm nor grayish (typically, it is red).  
In this work we provide a logical framework able to account for this type of human-like concept combination. 
We propose a nonmonotonic Description Logic (from now on DL) of typicality called TCL (Typicality-based 
Compositional Logic).  
This logic combines three main ingredients (for the details see Lieto and Pozzato, 2018; Lieto and Pozzato 
submitted). The first one relies on the DL of typicality ALC + TR introduced in (Giordano et al., 2015).  In this 
logic, “typical” properties can be directly specified by means of a “typicality” operator T enriching the 
underlying DL, and a knowledge base (KB) can contain inclusions able to represent that “typical Cs are also 
Ds”. In the logic ALC + TR one can consistently express exceptions and reason about defeasible inheritance as 
well.  
As a second ingredient, we consider a distributed semantics similar to the one of probabilistic DLs known as 
DISPONTE (Riguzzi et al, 2015), allowing to label ontological axioms with degrees representing probabilities, 
but restricted to typicality inclusions. The basic idea is to label inclusions of the type “typical Cs are also Ds” 
with a real number between 0.5 and 1, representing its probability, assuming that each axiom is independent 
from each others (the actual probabilistic values are assumed to come from an application domain). The resulting 
knowledge base defines a probability distribution over scenarios. 
As an additional element of the proposed formalization we employ a method inspired by cognitive semantics 
(see Hampton, 1987 for a review) for the identification of a dominance effect between the concepts to be 
combined. In particular, for every combination, we distinguish a HEAD, representing the stronger element of the 
combination, and a MODIFIER. The basic idea is: given a KB and two concepts CH (HEAD) and CM 
(MODIFIER) occurring in it, we consider only some scenarios in order to define a revised knowledge base, 
enriched by typical properties of the combined concept.  

Selection Criteria  

Given a KB K and given two concepts CH and CM occurring in K, our logic allows defining the compound 
concept C as the combination of the HEAD (CH) and the MODIFIER (CM), where C  CH  CM and the 
typical properties of the form T(C)   D to ascribe to the concept C are obtained in the set of scenarios obtained 
by applying the DISPONTE semantics, that: i) are consistent with respect to K; ii) are not trivial, i.e. those with 
the highest probability, in the sense that the scenarios considering all properties that can be consistently ascribed 
to C, or all the properties of the HEAD that can be consistently ascribed to C are discarded; iii) are those giving 
preference to the typical properties of the HEAD CH (with respect to those of the MODIFIER CM) with the 
highest probability. 

Composing the PET FISH 

Let K be a Knowledge base containing the rigid inclusion (*) Fish  livesIn.Water and the following typical 
inclusions equipped with probabilities: 



 

In this case we have 27 = 128 different scenarios obtained as in the DISPONTE semantics. In our logic, we can 
discard those that are not consistent, are trivial and privilege the MODIFIER with respect to the HEAD. It turns 
out that our logic is able to select the scenario with the following typical properties: 
  

On the other hand, the composed concept PET FISH also inherits the rigid inclusion  livesIn.Water from (*). 

Notice that in, our logic, adding a new inclusion T(PET      FISH)   Red, would not be problematic (i.e. TCL 

tackles the phenomenon of prototypical attributes emergence). The proposed logic has been recently applied to a 
number of cognitive phenomena including: conjunction fallacy, metaphors generation, and iterative conceptual 
combination (Lieto and Pozzato, submitted). 
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Mappe concettuali vs ontologie. Un confronto sull'utilizzo di strumenti 
informatici per la didattica della storia e della filosofia 

Antonio Lieto*^ e Francesco Rebuffo* 
* Università di Torino, Dipartimento di Informatica 

^ Liceo Scientifico “Guido Parodi”, Acqui Terme  

Questo lavoro propone un confronto tra diversi strumenti utilizzabili per modellare la conoscenza di dominio in 
ambito didattico: le mappa concettuali, Novak e Cañas (2006), (uno strumento tradizionalmente utilizzato nelle 
scuole) e le ontologie computazionali (dei sistemi formali di modellazione concettuale, attualmente molto usati 
nei sistemi di intelligenza artificiale per le loro capacità di “ragionamento automatico”, si veda Guarino, (1995)).  

Nello specifico, questo articolo presenta il risultato di un un doppio esperimento sul campo condotto presso il 
Liceo Scientifico “Guido Parodi” di Acqui Terme in cui gruppi di studenti paragonano lo strumento della mappa 
concettuale e quello dell’ontologia nella risoluzione di due problemi di “misconcezione” (o errata 
concettualizzazione): uno indotto attraverso la consegna di appunti e materiali didattici contenenti informazioni 
volontariamente contraddittorie tra loro (caso che potrebbe corrispondere alla situazione in cui uno studente 
prende - per qualche motivo - degli appunti in modo scorretto) e l’altro legato ad una complessità concettuale 
intrinseca all’argomento. 

In basso, un esempio reale di confronto tra i due strumenti. Nel primo caso un esempio cartaceo di una mappa 
concettuale realizzata con carta e penna dai ragazzi di una classe quarta del liceo scientifico sul tema Empirismo 
e Razionalismo dove vengono indicate correttamente le tesi principali dell’Empirismo e dove si induce 
attribuendo a Locke la credenza nelle idee innate nonostante poco sopra sia stato affermato che per gli empiristi 
non esistono idee innate. La contraddizione viene evidenziata in fase di correzione ma non era stata rilevata dagli 
studenti neanche quando lo stesso schema era stato fatto modellare tramite C-MAPS (il principale software di 
moderazione di mappe concettuali). 



Nel secondo caso, per lo stesso tema di modellazione assegnato, gli studente hanno creato - con il supporto di un 
ricercatore - una ontologia (visibile in basso) in grado di rilevare errate concettualizzazioni.  

In questo caso: se si inserisce l’individuo Locke all’interno della classe ontologica “Empirismo” e poi si prova 
(indotti da una concettualizzazione errata) ad assegnare a Locke la proprietà “crede in dee innate” il software 
mostra l’inconsistenza della base ontologica perché Locke essendo “Empirista” può solo credere in “Idee basate 
su esperienza”. 
Grazie al reasoner ontologico, infatti, quando l’utente prova ad assegnare all’istanza “Locke” l’informazione 
contraddittoria la stessa contraddizione emerge immediatamente (a differenza della mappa) e viene spiegato agli 
studenti il motivo di tale inconsistenza (come si vede nella figura in basso) 

Il principale risultato emerso da tale lavoro mette, dunque, in luce il ruolo che le ontologie e le tecnologie 
semantiche possono avere in ambito didattico al fine scovare eventuali errori di concettualizzazioni 
(misconceptions). Il mero utilizzo di mappe concettuali (sia fatte a mano che fatto con strumenti come C-Maps), 
invece, non permette agli studenti di accorgersi di aver appreso concettualizzazioni sbagliate su un determinato 
dominio di conoscenza.   
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Constructing a Grammar Based on the Causations of Movements by 
Joints’ Rotations from a Humanoid’ Motion Planning 

 
Hiroyuki Nishina 

Saitama University 
 

  Aziz-Zadeh et al. (2006) reported that action sentences were understood by the activation of different 
sectors of the premotor cortex, depending on the effectors used in the sentences. This tempts 
semanticists to posit the bodies of those understood them as a semantic model on which to valuate them. 
Calvin, in Calvin and Bickerton (2000), pointed out that embedding is observed in an algorithm for 
throwing in playing bocce.  
  Compact humanoid model robots are now convenient for mimicking human actions on a small scale. 
Impressed by embedded motions in actions, we simulated human actions on a humanoid, and tryied to 
construct a kinematic grammar based on the causation, by each joint, of its distal edges. This grammar 
generates a phrase marker as a tree, representing a posture in an action.  
  Each action executed by a humanoid is planned as a sequence of time points, at each of which the 
degrees by which the 17 servomotors as its joints rotate are aligned (Kondo (2007). As data, we used 
differential rotation values, for pushing-up, by subtracting the degrees value in the previous time point 
from that in the present time point in each raw of joint’s rotation degrees. See the following: 
 

 
Table 1. Differential Planning for Push-up 

  It is important to note that the movements of the edges caused by each joint’s rotation propagate from 
the center toward the periphery of the humanoid’s skeleton. On each of the five paths consisting of the 
head and the limbs of the humanoid, the center keeps its immediately distal joint, which keeps its 
immediately distal joint, and so on, … , keeps the endpoint, thus transitively. On these paths, some 
rotating or halting joints “causing” their immediately distal joints or endpoints “to go 
leftward/rightward” or “stay” in the sense of the causative analysis of Lakoff, G. (1970) and Parsons, T. 
(1985). Led by the causation of motion as the hint for representing the embedded motions in terms of 
joints’rotations as syntactic embedding, we constructed a kinematic tree, which has a five conjunct-
coordinated structure. Each conjunct recursively embeds a transitive clause whose main verb is 
“keep”/”move leftward or rightward” having a complement as their objects. 
Assuming that each joint is the subject of “keep” (cause to stay) or “move leftward or rightward” 
(cause to l/r-go), which takes an object complement, and that its distal joints and endpoint, as a whole, 
constitute its object enables us, for any joint, to form a pair of that joint and its remnant distal vertices 
(joints and endpoint). With this grammatical mechanism, we were enabled to represent embedded 
rotations as an embedded clauses. This makes it become easier to compare the grammar of language 
and that of action.   
  We mapped the humanoid’ skeleton to a syntactic tree, whose initial symbol is the center of the 
skeleton, from which its head-part and limbs are hung down as five conjoined clauses, as was shown by 



J. Ross (1967). As rewrite rules, two rule schemata, resembling X-bar schemata (Chomsky, N. (1970)), 
generate conjuncts: J j J-1, J-1  keep / l/r-move J’-1. Here, j, where J(’), and J(’) -1 act like NP, S, VP 
respectively. The differential rotation degrees of each joint in the table of the motion planning for 
pushing-up are underrepresented by the verbs, “keep” and “l/r-move”, showing only the 
counterclockwise/clockwise direction of its rotation. Representing the remnant vertices distal to a joint, 
j, as a retracted ordered subset of vertices (center, joints, and endpoints), V-1=(V, )-{v1}, enabled us 
to treat the causation of edge movement by a joint’s rotation as a cyclic phenomenon and embed a 
rotation into another. Joints are named, and semantically translated as individuals, and each verb in the 
tree is translated as P/y* [ x[keep’/ l/r-move’(P/y*)(x)]](x: subject variable, y: lowest verb object 
variable, P: embedded object clause variable). In each of the five conjuncts, we cyclically apply the 
lambda formula to every clause in a bottom up way, replacing its variable with the constants in it 
(Montague, R. (1974), as is shown in Figure 1. Conjoining the conjunct formulas leads to the total 
representation of one posture in pushing-up. To represent its semantics of pushing-up, or that of any of 
other actions, we connect sequentially such kinematic trees, following the planned order, where 
kinematics is shown by the distributional change of three modes of rotation over the joints. 

 
Figure 1.  Partial Syntax and Semantics from the Differential Panning for an Action (for the Left Leg) 

  Okanoya (2004) showed that Bengalese finches’ love songs has a “grammar”, which is regular, 
meaning that its complexity is not high. Berwick, R. C, Okanoya K., Beckers G. J. L., Bolhuis J. J. 
(2011), however, pointed out that considering terminal symbols as semantic units is important in 
evaluating grammars. Song variants do not result in distinct meanings with completely new semantics. 
Fitch and Hauser (2004) reported that the signals to which tamarines were able to respond as the cue of 
being fed turned to be the strings, synthesized from human consonants and vowels, that were generated 
by a regular grammar. The “meaning” of all of the successful sentences functioned merely as the cue 
for being fed.  As for actions, humans are able to assign them different meanings. Particularly, if they 
are human, it is the case. Human actions are, of course, distinguishable by the difference in the motions 
of the part(s) of their performers in one posture or in the whole action. Having this rich semantics, a 
kinematic grammar such as we constructed or the one in a larger scale seems to be possible as an origin 
of language, though they are not so strong in their complexities. 



Are AI machine learning algorithms applied to text analysis enhancing 
prejudices? A critical discussion 

Teresa Numerico1 
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AI Machine learning algorithms risk applying biases and stereotypes to their knowledge 
inferences, based on statistical language associations. The ratio they use is the definition of 
statistical vector relationships between words, grounded on their reciprocal distance, measured 
within the training set of texts. The Stanford Natural Language Processing Group created one 
of the most famous algorithms to process words and to measure their distance, in order to grasp 
their semantic relationships. Its name is GloVe (Global vectors for word representation). GloVe 
is trained on various text corpora such as Wikipedia and Gigaword. The problem is that using 
the distance between natural language words to train an unsupervised learning algorithm there 
is the concrete probability of embedding in its knowledge base all the biases and stereotypes 
that are hidden within the data sets (Caliskan et al. 2017).  
There is, in fact, evidence that shows that even without explicit will, humans tend to implement 
in their language habits all sorts of bad practices related to stereotypes regarding persons of 
different ethnic origins (typically afro-americans), or females, or any other social minority.  
Everybody, it is suggested by a variety of empirical studies, is implicitly carrying some biases. 
In a psychological study, the authors demonstrated an increase in the probability of interest in 
identical CVs of prospective employees just by changing the ethnic origin of the first names of 
the candidates (Lavergne, Mullainathan 2004).  
According to Gillespie (2014), the way the training set of data is conceived has a large 
unexamined impact on the result of the training of the related algorithms. The suggestion that 
AI algorithms are less biased than humans with respect to prejudices and stereotypes needs to 
be demonstrated; the evidence at the moment shows the exact opposite (Caliskan et al. 2017, 
Bolukbasi T. et al. 2016).  
It is crucial, in my opinion, to cast some doubt on the epistemological credibility, on the 
transparency of methods and on the fairness of the unsupervised training outcomes of the 
algorithms. We need to set a control strategy that can demonstrate the effectiveness and safety 
of results, and, above all, their assumed neutrality when treating sensitive data; for example, 
when we choose new employees or when we decide on the qualifications of a person for 
getting a mortgage, or, even worse, when we ask a black box algorithm to suggest the duration 
of the sentence for a convicted person (Pasquale 2015). 
There are some researchers that propose a supervised correction of the perverse effects of the 
training by a cognitive intervention whose aim is the explicit elimination of prejudices from the 
data set (Bolukbasi T. et al. 2016), while others are still confident in the capabilities of the 
algorithms to offer better judging performances compared to biased human decisions (Sumpter 
2018, chap. 14).  
It is fundamental to discuss the organization of these algorithms and, above all, the effects of 
the implicit biases embedded in training textual databases used as a reference standard. I think 
that we should be very cautious in trusting a blunt device for taking decisions in situations 
where it is unlikely that we completely understand its logical processes (deep learning 
algorithms methods imply that even their programmers admit that they ignore the details of the 
learning processes they implement), as Norbert Wiener himself, already in 1950, wisely 
suggested.   
The aim of this paper is not to propose an explicit correction to the text analysis algorithms but 
to discuss a cultural orientation towards the unproven belief that algorithms are more neutral 
and more effective than humans in all areas of knowledge, and in particular in text analysis.  
We have to remember that algorithms are programs that historically rely on the project of 
formal language that was one of the core elements of formal logic of last century. The 



refinement of formal language proposed by logicians (such as Gottlob Frege, David Hilbert, 
Bertrand Russell) had the clear objective of getting rid of natural language within mathematics. 
According to those logicians, natural language was not a trustworthy tool for preserving 
information in the context of demonstration. It is then unlikely that software, which is directly 
inspired by formal logic practices about the definition of a formal language, could offer a 
correct interpretation of text.  
In textual analysis the interpretative process is very important. Natural language understanding 
is based on the adoption of a critical approach, which is maybe the major objective of the long 
years of formative education for human beings. Natural language is contextual, multi-layered 
and ambivalent, and only after a long formative experience are human beings able to deal with 
it proficiently.  
As Alan Turing had suggested as early as 1948, in order to display intelligence an agent needs 
to acquire two different capabilities: discipline and initiative. Text analysis is definitely based 
mainly on the initiative function, because it implies an efficient exercise of critical reasoning 
and subjective evaluation.  
Even if human beings are not free from bias and prejudices when they represent the world, 
human cerebral plasticity, the habit to recognise and change the mistakes they commit and 
human cognitive openness, mean that it is likely that trained human beings are the best 
candidates to interpret a text correctly. As O’Neil (2016) advocated, humans can efficiently 
discard behavioural patterns that they previously followed. Human beings are mobile in their 
choices. They can change their minds after a deep investigation into the causes of their former 
beliefs and justifications. Ambivalent, context-sensitive natural language needs to be analysed 
with a high level of flexibility that algorithms cannot offer due to their formal language 
rigidity.  
Moreover it is impossible to underestimate the role of programmers in the creation of the 
algorithms. They are human beings, and, as Michael Polanyi suggested in 1966, they often 
make decisions on the basis of their tacit knowledge. They obey their implicit biases as they 
implement the rules with which algorithms ought to comply. In the case of GloVe project the 
implicit rule that gives meaning to the agency of the algorithm states that: the more that words 
are close to each other the more they convey a related concept. This rule is very simplistic 
when applied to the complexity, richness and tortuosity of natural language. The difference 
between algorithms and human beings is that, once established, it is impossible to change the 
behaviour of an algorithm except by reprogramming it, while human beings with their 
intellectual elasticity can react differently and make new decisions that are not dependant on 
past choices, without the need for reprogramming and without having to define the desired 
results in advance.  
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A Cognitive Model to Understand Emotions 
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Emotions are one of the most central and pervasive aspects of human life. Normal people ‘feel’ 
and ‘express’ a wide range of emotions. While emotions deepen and enrich our experience, 
they also have a profound effect on other cognitive functions such as decision-making, 
reasoning, language comprehension, etc. (Okon-Singer, Pessoa &  Shackman, 2015; Pessoa, 
2013) It has been argued that cognition and emotions are complementary to each other and one 
cannot be properly understood or modeled without understanding the other. While several 
cognitive processes are being modeled, emotion being the fundamental aspect of human nature 
cannot be overlooked - especially, at a time when the technology is moving towards advanced 
intelligent systems and smarter robots. Therefore, to develop ‘human like intelligence’ and for 
a ‘qualitative human-machine interaction’, it is important that machines are also trained to 
understand human emotions. 
 
Human emotion understanding and its modeling is tough because of its complexity. But in last 
few years, several attempts have been made to train artificial agents to recognize human 
emotions using various cues such as facial expressions, gestures, language and different bio-
signals (Jung, Lee, Yim & Kim, 2015; Zhang & Lee, 2012; Piana, Stangliano, Odone & 
Camurri, 2016; Trigeorgis et al., 2016)). Some of the attempts have been made to learn 
emotions from different modalities. Although these emotion recognition systems work well in 
certain conditions, they still cannot be said to have achieved their goals because none of them 
replicate or reflect empirically examined cognitive structure of human emotion processing.  
 

Traditionally emotions have been seen as biological processes that fundamentally differ from 
cognitive functions. The prevalent idea is that cognitive functions have structure and emotions 
do not; thus emotions cannot be mathematically modeled. This dissociation between emotion 
and cognition is evident in psychological literature. To add to this, researchers focusing on the 
relationship between emotion and cognition have argued that ‘affect’ and ‘cognition’ are 
separate and partially independent systems. However, in last few decades this view has been 
challenged and researchers have tried to outline the cognitive structure of emotion suggesting 
a vital role of emotion in overall cognition (Leventhal, 1984). Some have even gone to the 
extent of arguing that emotional processes cannot be separated from basic cognitive functions; 
they are highly intertwined Lazarus, 1982).  
 
With this background, the primary goal of this paper is to present an emotion understanding 
model, which is based on the widely accepted Leventhal’s cognitive model of emotion 
processing (Leventhal, 1982). Leventhal’s multilevel process theory of emotion derives from 
the perceptual motor model of emotion (Leventhal, 1984). Our proposed model replicates 
processes that are akin to processes assumed in this model to be active while processing 
emotions in human beings. We also discuss the structure of cognitive model of emotion 
processing and how our model replicates it. 
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Recurrent periods when AI fell out of favor came to be known as “AI winter”. One of the most

severe “winters” came by mid 1980s, when the overly enthusiasm from some AI scholars and the

enormous journalistic attention were rapidly waning. AI was widely said to have failed. Then AI

resurged in the 1990s when artificial neural networks burst onto the stage, but after the new hype a

second “winter” loomed over at the beginning of this century.

Seemingly, AI has never enjoyed a fortunate period like today. Since 2014 AI deserved the covers

of journals such as Science, Nature, The Economist. For Klaus Schwab (2016), Executive Chairman

of the World Economic Forum, AI is driving an unprecedented revolution in industry, as well as in

the social assets of most countries in the world. According to CBInsights, worldwide investment in

private companies on AI has grown from 589 million dollars in 2012 to over 5 billion in 2016.

Regardless of this apparent healthiness, murmurs of disappointment are being heard once again.

The journalists are chasing again cases of AI failures, ludicrous like Facebook algorithm censoring the

Venus of Willendorf as pornography, or dramatic like the deaths caused by Tesla and Uber autonomous

vehicles. Concerns derive from economical analysis too. Brynjolfsson et al. (2017) title their analysis

AI and the Modern Productivity Paradox, where the paradox is the clash between the impressive

performances of AI in many domains, and the decline of measured productivity growth in the last two

decades.

Signs of a new upcoming winter? This might be the case for computer vision scientist Amnon

Shashua, founder of Mobileye company which equipped Tesla with the AutoPilot system. He fore-

sees the risk of a “AI winter” in the domain of autonomous vehicles (Shalev-Shwartz, Shammah, &

Shashua, 2017).

In this paper I hold that AI has developed a degree of tolerance to seasonal variations such that,

even if a new winter would happen, AI will readily survive it. My confidence results from several

reflections that will be detailed in the paper, in the remaining of this abstract I will address only one,

which I deem as the most important.

The main reflection results from a scrutiny of the progress that enabled the current success in AI

and a comparison with previous periods. The current progress stems from algorithms collectively

called deep learning (Hinton & Salakhutdinov, 2006), a direct derivation of the venerable Parallel
Distributed Processing, to which Hinton himself contributed. The arrival of PDP triggered the harsh

debate between “symbolic” and “connectionist” approaches (Fodor & Pylyshyn, 1988), which divided

the AI community, and was detrimental of its overall evolution. The tone and temper of the discussion

around deep learning have drastically changed. Instead of a polarity in terms of “symbolic” and

“connectionist” it is more appropriate the philosophical polarity between empiricism and rationalism,

with the former grounding deep learning and the latter grounding various forms of rule-based AI.

For sure, few scholars on the rationalist site align themselves with those presaging another winter, a

distinguished representative is Gary Marcus (2018). Marcus lists ten shortcomings of deep learning,

all in some way related to the lack of rationality, such as the inability to learn from explicit definitions

or to distinguish between causation and correlation. Kotseruba and Tsotsos (2018), in a recent review

of about hundred AI cognitive architectures, while including several models based on neural networks,

deliberately excluded deep learning “Since the current deep learning techniques are mainly applied to

solving practical problems and do not represent a unified framework”.



Notwithstanding, I found distinctive of the current contraposition that many scholars at both sides

of AI are now acknowledging the value of each other and the need for an integration. For example,

from the rationalist side, Lake et al. (2017) clarify that “Although we are critical of neural networks

in this article, our goal is to build on their successes rather than dwell on their shortcomings. We see

a role for neural networks in developing more human-like learning machines”. On the opposite side,

several of the leading inventors and developers of deep learning are wary of the limitations of a pure

empiricist framework. For example, François Chollet (2018) writes that “In general, anything that

requires reasoning – like programming or applying the scientific method – [. . . ] is out of reach for

deep-learning models”.

This sort of awareness empowers AI to adapt to possible winters, by promoting cross-fertilization

between the highly developed and successful frameworks of the empiricist party, and the rich reper-

toire of ideas and models on offer from the rationalist ally.

Let me give just few examples. PathNet, jointly developed by DeepMind and David Ha of Google

Brain (Fernando et al., 2017), addresses the critical issue of reusing large neural networks for different

tasks. The strategy is loosely borrowed from the society of agents notion, popular in AI. In this

case agents are embedded in the neural network, with the task of discovering which parts of the

network to reuse for new purposes. David Ha moved furthr with Jürgen Schmidhuber, the inventor of

long-short-term memory networks, to propose World Models, targeting a concept well established in

cognitive science, that of “mental models” of the world (Ha & Schmidhuber, 2018). They combined

the reinforcement learning framework with recurrent neural networks and variational autoencoders.

The resulting model is capable of learning a variety of virtual worlds by unsupervised observations. A

differnt direction in integrating the rationalist and empiricist souls is pursued, again by a collaboration

between DeepMind and Google Brain (Santoro et al., 2017), with Relational Networks. These peculiar

networks are endowed with a structure primed for relational reasoning, without needing to be learned,

and are integrated with other deep learning components.
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Commenting on insufficiently defined concepts in the realm of Cognitive Psychology and Cognitive 
neurosciences, Poldrack and Yarkony (2015)  bring ontologies into consideration as a tool for 1

specifying knowledge. The point made by the authors is that ontologies are currently the best 
solution to perform adequate knowledge representation, not only from a formal- and 
computational-, but also from a cognition-centred perspective. 

My research discusses ontology approaches aimed at the modelling of concept sharing in the 
bilingual mental lexicon. Being ER (Entity / Relation) graphs allowing for annotations, formal 
ontologies are prone to undergo systematic enrichment, which makes them flexible and robust over 
time, but also entitles them to support inferences about information not directly encoded in the 
graph, if an appropriate language, such as OWL or Topic Maps ISO/IEC 13250 or Cypher is used to 
describe them. 

As for bilingual mental lexicon models, Pavlenko (2009)  underlines that current models of  2

language processing posit cross-linguistic sharing of meanings and/or concepts. Focusing on a 
particular type of common mistakes made by mandarin native speakers at a beginner stage of 
French learning, (namely, the transfer of classifiers in discourse production), I take particular 
interest in the « Revised Hierarchical Model »   because it explicitly states concept sharing at an 3 4

early stage of second language learning. The specific status of early stage L2 learning has been put 
forward by examining control mechanisms at different proficiency levels: Abutalebi and Green  5

report studies showing that conceptual input increasingly drives L2 responses as the second 
language knowledge grows, while at an initial learning stage, linking to L1 word forms prevails.  

« Concept sharing » being a quite elusive notion within bilingual Mental Lexicon approaches, my 
research revives the distinction between « semantic » and « conceptual » structure  as a means to 6

appropriately identify possible connections of classifiers to both linguistic meaning and language-
independent knowledge. As mandarin classifiers specify inherent meaning features of nouns but can 
also bare a discriminating value when used with verbs, they can be thought to affect both the 
conceptual and the semantic level of lexical entry representations. 

Regarding noun classifiers, Jin  establishes that their rôle is to provide a semantical partition unit 7

allowing numerical counting, as plural inflection does not exist in Mandarin Chinese and nouns are 
inherently neutral with respect to the singular / plural distinction. I am here proposing, on grounds 
of mistakes occurring within discourse production of early sinophone French learners, viewed in the 
light of the Revised Hierarchical Model, that the information provided by classifiers should be 
attached to the the meaning component of lexical entries. 

On the one hand, this modelling perspective could explain why, in discourse production, novice 
Mandarin-speaking learners, while accessing meaning of L2 lexical entries via their mother tongue 
equivalents (as suggested by the RHM), sometimes replicate the attached classifier literally. On the 
other, it accounts for a compositional view of meaning, including, in particular, the partition units 
mentioned in Jin’s work. 

As the same classifier can be shared by different lexical entries, network representations (such as 
ontologies) appear as the most appropriate tool for dynamical lexicon modelling: not only they 
allow to express component sharing, but also to semantically qualify the relation between nodes, a 
crucial issue in concept categorisation.



Figure 1 shows an excerpt of an ontology sample containing some action and object concepts 
relating to verbs and nouns. Conceptual structure components appear in squares (generic categories 
in dashed-lined ones, attributes of them in solid-lined ones). Language-specific Semantic Structure 
components, linked to lexemes, appear in ellipses (« * » stands for quantifiable). Only classifiers (in 
the range of given attributes of concept types) are shown, italics featuring lexeme-driven instances. 

Figure 1 : A sample bilingual mental lexicon ontology excerpt 
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