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Abstract. In the last years, data warehousing has got attention from Universities 

which are now adopting business intelligence solutions in order to analyze crucial 

aspects of the academic context. In this paper, we present the architecture of a 

Business Intelligence system for academic organizations. Then, we illustrate the 

design process of the data warehouse devoted to the analysis of the main factors 

affecting the importance and the quality level of every University, such as the 

evaluation of the Research and the Didactics. The design process we describe is 

based on a hybrid methodology that is largely automatic and relies on an 

ontological approach for the integration of the different data sources. 
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1. Introduction 

In the last years, also Universities have accepted to adopt Business Intelligence systems 

[1, 2, 3, 4, 5, 6] and to develop data warehouses devoted to produce significant 

information to be used in their strategic decision making. The aim is to improve business 

processes of the academic information system, also using web-based environments [7]. 

Nonetheless, these organizations have specific purposes that differ considerably from 

those of enterprises and companies [8]. Indeed, typical objectives affecting the 

management of a University are: offering a better quality of the instruction; managing 

employees and human resources; managing economic-financial institutions; avoiding 

wastes, and increasing scientific publications and research projects. 

Given these business goals, university decision makers are always interested in the 

possibility to timely make the best business decisions on the basis of historical data 

available in a unique and updated source of information. The main problem to be faced 

in the realization of the Academic Business Intelligence system is that each University 

has own legacy databases of historical data. Moreover, these databases are independent 

from each other, producing data redundancy and inconsistency. For example, the list of 

the professors is included into the database inherent the didactics offer. The same list is 

repeated in the database related to the university staff. It follows the need of data 

integration in order to provide useful information for analytic purposes. Also our 
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University meets the previously described conditions. Therefore, we decided to develop 

a data warehouse integrating all the present and historical data sources. The data 

warehouse covers different departmental areas and, therefore, is composed of several 

data marts. The most important topics of analysis regard (a) the quality of the Didactics, 

which aims at evaluating the performance of the students and at detecting the most 

productive courses of degree, and (b) the state of the Research, which aims at evaluating 

the scientific production of departments [9]. 

Because of the high complexity of the design process, which takes into account 

several data sources, and the necessity to effectively map business goals against 

available data sources, traditional data warehouse design methodologies do not suffice 

[10]. In fact, traditional methodologies are based on two opposite approaches. The one 

is data-oriented and aims to realize the data warehouse mainly through a reengineering 

process of the well-structured data sources solely, while minimizing the involvement of 

end users. The other is requirement-oriented and aims to realize the data warehouse only 

on the basis of business goals expressed by end users, with no regard to the information 

obtainable from data sources. Indeed, the requirement-driven methodologies may lead to 

a data warehouse conceptual schema inconsistent with data sources; on the other hand, 

data-driven methodologies may discard interesting user requirements [11]. Moreover, 

automation in design process helps designers in avoiding repetitive tasks, especially 

when a new data source is added [12].  

For these reasons, we adopted a hybrid methodology that allows to define 

multidimensional schemas by first considering user requirements and, then, reconciling 

them against data sources. The core of the methodology is a multidimensional model 

providing a graph-oriented representation of the relational schema obtained through an 

ontology-based integration of different data sources. The steps of the design process are 

largely automatic, for they rely on a set of constraints derived from the requirement 

analysis. Such constraints allow performing a reengineering of the integrated source 

schema in a supervised way. At the end, the resulting schema is validated on the basis of 

a preliminary workload. 

In this paper, we present the Research and the Didactics data marts realized on the 

basis of the hybrid methodology, in order to perform analysis of both the scientific 

publications and the students’ performance in our academic environment. The Research 

data mart covers the needs related to the evaluation of the results gained by university 

staff involved in the Research activity, while the Didactics data mart is mainly devoted 

to the extraction of information about the career of the students in our Athenæum. 

The paper is structured as follows. Section 2 presents related work about academic 

data warehouses. Section 3 shows the architecture of our academic Business Intelligence 

system. Section 4 illustrates the design of the academic data warehouse and, in 

particular, the Research data mart, for it provides the discussion about schema 

integration problems. Section 5 shows the Business Intelligence applications developed 

for evaluating the university activities. At last, Section 6 contains some our concluding 

remarks. 
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2. Related work 

In [13], the authors propose the term education data warehouse (EDW) to describe a 

health system devoted to support the creation of individualized learning paths and to 

allow analyses about the career of physicians over time. The data warehouse is mainly 

used to collect and integrate data coming from different training programs and from 

national electronic databases. Such integration is encouraged by emerging standards for 

health professions, since these standards are lowering the barriers among medical 

institutional organizations [14]. 

The trend of adopting data warehouses for academic health systems in confirmed in 

[15], where the design experience in the University of Michigan Health System is 

reported. Here, the data warehouse is obtained through the integration of clinical and 

financial data, in order to understand the financial implications of clinical decisions in 

the care of patients. The underlying assumption is that clinicians may take better 

decisions when they know the costs of a particular practice and can identify alternative 

practices. 

A similar case is that of the University of Virginia Health System, where the data 

warehouse is used to provide clinicians and researchers with direct and rapid access to 

retrospective clinical and administrative patient data [16]. In addition, they use the data 

warehouse also for educational and research aims, as it serves to face informatics issues  

—such as data capture—and to perform exploratory analyses of healthcare problems. 

An interesting system devoted to the evaluation of performance in academic 

environments is presented in [17], where the authors illustrate a decision support system 

to carry out statistical analyses about the performance of students at course, program, 

department, school, and university levels. Here, the novelty is the possibility to use the 

collected data—which offer an in-depth view of factors affecting performance in 

universities—to define new academic performance evaluation criteria. 

3. Architecture of the academic system 

In general Business Intelligence consists of methodologies and technologies that support 

companies to obtain information about their own business processes. A Business 

Intelligence System in the University context aims in particular to understand the 

students’ performance, the teaching staff’s productivity, and the Research and Didactics 

quality. So, a University data warehouse represents a unique system of analysis available 

to the supervisory staff of the Athenæum and to single organizational and administrative 

structures, such as departments and secretariats for the students. Moreover, such a 

system is also able to supply in real time data to external information agencies devoted 

to control the results reached by the University. 

Figure 1 shows the system architecture we developed for analytic purposes in our 

University. It consists of four levels: (1) the source relational databases, (2) the tool to 

extract data from source in order to feed the data warehouse, (3) the data warehouse 

divided into independent data marts, and (4) the OLAP (On Line Analytical Processing) 

layer which includes the applications to be used by decision makers for developing 

reports. 
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Figure 1. Academic Business Intelligence System 

The source databases, which contain transactional data, are: 

 ESSE3 (Secretary and Services for Students) is the new database that supports 

all the didactic curricula, and administrative processes and services to the 

students with the respect of the didactic autonomy of the University. 

 NOGE (NOt ManaGEd) is a secondary old database that stores residual 

historical data about students enrolled before the ESSE3 introduction.  

 AIA (Athenæum Integrated Accounting) is the integrated financial management 

system that considers the University as a business company that distributes 

specialized services (Research and Didactics, for example). 

 CWA (Careers and Wages of Athenæum) takes care of the legal and economic 

management of the university personnel. 

 SAPERI is the database of the scientific research competence of the University. 

It also includes publications and patents of researchers. These data concur, 

among other things, to construct the athenæum yearbook. 

 SINBAD is the system for the management of the athenæum research projects. 

 

The data warehouse is composed of a set of data marts to model the following academic 

departmental areas: 

 Didactics. This data mart contains data about the career of the students of the 

Athenæum. Moreover, there is information on the University formation offer 

structured in Degree Courses.  

 Research. The data mart contains awarded research projects and applications 

for research grants. It also contains data on components and location of every 

research project. 
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 Finance. This data mart is devoted to run twofold analyses: (a) the analysis of 

financial documents, and (b) the analysis of general and analytic economic 

movements. 

 Human Resource. The model produced for this area allows investigating the 

legal-economic careers and wages of the academic personnel. Moreover, it 

allows extracting information related to the functions, activities, and location of 

the academic, administrative, and technical personnel. 

4. Academic data warehouse 

In this section, we illustrate the design process of the academic data warehouse. In 

particular, the case study explains the design of the Research data mart able to support 

the evaluation of the research activity in our University. 

The University of Bari is equipped with an internal team for the evaluation of the 

Administration, the Didactics, and the Research in order to verify the correct utilization 

of the public resources. The team needs to gather and examine data for the evaluation of 

the several didactic and research activities held in the University. It periodically carries 

out technical reports to be transmitted to the national committee, which establishes the 

program guidelines and the quality goals to be satisfied. As an example, the team 

predisposes documentation about the state of the university education, the compliance 

with the rights to study, and the assurance of access to courses of studies. 

Because of the complexity of the data warehouse to realize, we used a hybrid design 

methodology that aims to produce fact schemas, by considering at the same time both 

the user needs and the data sources. In this way, it is possible to obtain a data warehouse 

that is consistent with the available data without missing business goals. Moreover, 

hybrid methodologies usually provide also algorithms to define conceptual schemas in 

automatic way, in order to reduce implementation time, design errors, and wasting of 

time. We adopted our hybrid design methodology or the Graph-oriented Hybrid 

Multidimensional Model (GrHyMM, for short) [18, 19] whose phases are depicted in 

Figure 2 and described in the next subsections. 

Figure 2. GrHyMM design methodology 
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4.1. Requirement analysis 

The main aim of the decision makers is to evaluate the activities of the university 

researchers. To do so, they are mainly interested in knowing the number of scientific 

publications produced in the Departments. In this context, the fact of interest is the 

publication. This fact is an event that occurs each time one or more authors of the 

University receive the approval for the publication of a paper. 

Decision makers are also interested in evaluating the quality of the Didactics. To this 

end, they need to analyze the students’ curricula that include examinations and degrees. 

As a complementary analysis, they are interested in knowing the most and the least 

populated courses, in order to increase the number of students enrolled to the University, 

and the total amount earned from students’ tax, in order to detect the least productive 

degree courses. 

The case study needs the formalization of user requirements according to the i* 

methodology [20]. First, possible actors must be identified. In our case, the Rector 

represents the maximum institutional figure in the University who decides on the 

university activities. The Rector is a member of the national council that (a) centralizes 

its own evaluation activity on Didactics and Research areas; and (b) develops and 

proposes methodologies and evaluation criteria for athenæums, and degree courses, 

finalized to the improvement of the quality of the Italian University system. The second 

actor is the Data warehouse that can be thought as an agent that aims to collect data from 

operational sources and to provide useful information to decision makers. For each 

decision maker, strategic goals must be identified. In the University context, the Rector 

aims at improving the Didactics and Research quality. This goal is modelled as a goal 

dependency from Rector to Data warehouse. 
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Figure 3. Strategic dependency model 
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In order to accomplish the goals, resources are needed. The Rector needs to obtain 

information about publications, examinations, enrolments, and degrees. These 

requirements are modelled as resource dependencies from Rector to Data warehouse. 

Now, the i* strategic dependency model can be depicted with goal and resource 

dependencies (cf., Figure 3). 

Using this model, we next define the strategic rationale model for each actor except 

for the Data warehouse. As concerns the Rector, we have what follows. From the 

strategic goal “improve Research quality”, decision goals are derived using a top-down 

approach to answer how strategic goals can be satisfied. On the turn, from decision 

goals, information goals must be derived using a top-down approach to define which 

information is needed for decision making. At last, the Rector accomplishes a set of 

tasks in order to achieve information goals, such as “to analyze number of publications 

per Department and scientific sector”. These analyses represent information 

requirements. Part of the i* strategic rationale model for the Rector is shown in Figure 4. 
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Figure 4. Part of the strategic rationale model for the Rector 

So, using information requirements, we can define a workload, containing the typical 

analytical queries the decision makers intend to do. Of course, all the analyses should be 

done per year. Indeed, the most important points of view to analyze publications are the 

year of publication, author’s name along with his/her affiliation, typology, and editor. In 

order to obtain reliable statistical data, the decision makers must be allowed to analyze 

publications related to the last ten years. Therefore, ten years represent the historicity 

level of these analyses. Then, part of the workload for the Research evaluation is: 

 count of publications per author, 

 count of publications per author and per typology in a given period of time, 

 count of publications per Department, and 

 count of publications per Sector. 

 

Then, the strategic rationale model is created also for the Data warehouse actor. For 

each resource dependency, the Data warehouse must provide adequate information. In 
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detail, it must have measures that are the resources used to provide the information 

required by decision makers (in this case, the Rector). Moreover, for each goal, a 

context of analysis must be provided by a task of the Data warehouse. 

In Figure 5, we represent the goal of the Data warehouse in reference to the 

“information about publications” resource dependency: this goal is “provide information 

about publications” and it has no measures. In order to achieve the goal, it must execute 

the task “collect data about publications”, whereas its context of analysis must consider 

different resources such as author, Department, and so on. 
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Figure 5. Part of the strategic rationale model for the Data Warehouse 

4.2. Source analysis and integration 

The schemas of the different data sources must be analyzed and then reconciled, in order 

to obtain a global conceptual schema. The global conceptual schema resulting from the 

integration process must be then transformed into a relational schema, which constitutes 

the input to the next Conceptual Design. The integration strategy is based on an 

ontological approach [21] and, therefore, we need to produce an ontology for 

representing in formal way the main concepts of the domain of interest, along with their 

relationships. The ontology derived from OpenCyc [23] is shown in Figure 6. 

As concerns the Research, the source databases are CWA and SAPERI. CWA aims at 

managing legal and economic data of the university personnel, while SAPERI stores 

data about scientific publications. As to the CWA database, we are interested in 

knowing, for each person, the full name, the institutional role in the University (which 

can be, for example, assistant professor, associate professor, full professor, …), the 

Sector representing the scientific area of membership, and the Department of affiliation. 

From the SAPERI database, we want to know the list of scientific publications, and, for 

each of them, the title, a brief description, its typology (that is, book chapter, journal 

paper, …), the publication year, the author(s), the language, the editor, the pages, the 

ISBN and DOI codes. Since the integration process relies on an ontological approach 

and, then, works at the conceptual level, we first need to represent the source databases 

according to the Entity/Relationship model (see Figure 7 for the essential schemas). 

Now, we use the ontology as a vocabulary for the creation of definitions of each 

concept in the databases as reported in Table 1. Based on these definitions, we apply the 

similarity degree metrics [24] in order to automatically check whether entities refer to 
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the same ontological concept. We assume that two entities represent the same concept if 

the threshold value 0.7 is gained. Given the lists L1 and L2 containing the definitions of 

two entities, the similarity degree d is given by 

2
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1
5.0),,(











ml

l

nl

l
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where: 

l  is the number of ontological equivalences p↔q between predicates pL1 and 

qL2, 

n  is the number of non ontologically-equivalent predicates p (p↮q) for some pL1 

and for all qL2, (in such cases, pL2 for p↔q holds true if p=q), and 

m  is the number of non ontologically-equivalent predicates q (p↮q) for some qL2 

and for all pL1, (in such cases, qL1 for p↔q holds true if p=q). 

We compared pairwise entities and, for each comparison, the similarity degree d and set 

L of common (or, equivalent) ontological concepts are returned.  

The comparison results are shown in Table 2 (see, Appendix for an example of 

comparison).  

We defined inference rules to create a reasoner able to use the similarity values to 

automatically build the global conceptual schema [25]. The reasoner infers that the 

concept of person affiliated to the University in CWA corresponds to the concept of 

author in SAPERI. So, it is possible to build an integrated source relational schema 

where the publications are authored by persons affiliated to the University Structures 

according to their specific institutional role.  

The global conceptual schema is then transformed into a relational schema by 

applying well-known rules [26]. The final schema is shown in Figure 8. 
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Figure 6. Part of the ontology of the University domain 
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Figure 7. Source databases: (a) SAPERI; (b) CWA 

Table 1. Entity definition 

Database Entity Description Entity definition 

SAPERI Editor Company that 

published the paper 

editor(X) ⇐ individualAgent(X) ∧ 

editorOfPublication(X,Y) ∧ 

publishedMaterial(Y) 

SAPERI Publication Scientific paper 

published by the 

editor 

publishedMaterial(X) ⇐  

informationStore(X) ∧  

conceptualWork(X) 

SAPERI Author Person who works in 

the University and 

who authored the 

scientific paper 

author(X) ⇐  

personWithOccupation(X) ∧  

academicProfessional(X) ∧  

has(X,Y) ∧ publishedMaterial(Y) 

CWA Employ Person who works in 

the University and 

is involved in 

research activities 

employ(X) ⇐  

personWithOccupation(X) ∧  

academicProfessional(X) ∧  

researcher(X) ∧ has(X,Y) ∧  

publishedMaterial(Y) 

CWA Department Research structure of 

the University 

department(X) ⇐  

researchOrganization(X) ∧ 

geographicalAgent(X) 

CWA Faculty Teaching structure of 

the University 

faculty(X) ⇐  

educationalOrganization(X) ∧  

academicOrganization(X) 

CWA Sector Scientific area of a 

researcher 

sector(X) ⇐  

scientificFieldOfStudy(X) 

 



Academic Data Warehouse Design Using a Hybrid Methodology           145 

4.3. Conceptual design 

The conceptual design relies on the graph-based multidimensional model for 

representing the integrated global schema. In detail, this phase consists in a 

reengineering of the data source by performing traditional operations on graphs (such as 

prune, graft, and deleting nodes). However, the modelling process does not rely on the 

Table 2. Similarity results 

  CWA    

  Employ Department Faculty Sector 

  
  

 S
A

P
E

R
I 

Editor 
0.34 0.22 0.22 0.26 

    

Publication 
0.19 0.25 0.25 0.29 

    

Author 

0.88 0.2 0.2 0.25 

{personWithOccupation(X), 

academicProfessional(X)} 
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Figure 8. Part of the integrated source schema 
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designer’s experience, but it is executed in automatic and supervised way, according to 

the requirements emerged from business goals [22].  

In this case study, the constraint derived from the requirements emerged in Figure 5 

states that we must have a publication cube, having no measure and a context of analysis 

composed of four dimensions: (i) author, having sector and department as further 

hierarchical levels; (ii) typology; (iii) editor; and (iv) year. So, we create a graph starting 

from the publication relation in Figure 8 and by navigating in the schema through 

foreign keys. The so-called attribute tree is shown in Figure 9a. 

At this point, it is possible to remodel that attribute tree using an algorithm that 

applies the given constraint. To this end, the graph to be created must support the 

following guidelines in order to represent a multidimensional schema. The root node is 

the cube and the children of the root represent the measures of the fact table. The non-

leaf nodes represent dimensional attributes, i.e., entities that represent levels of 

aggregation. The number of dimensional attributes linked to the root establishes the 

dimensionality of the data cube. The dimensional attributes linked each other by an edge 

form a hierarchy. The leaf nodes represent the descriptive attributes of a dimensional 

attribute. The constraint imposes to introduce a year dimension as a root child. Then, a 

change parent operation is performed to make author as a further dimension, which has 

the new hierarchical level represented by institutionalRole. It is worth noting that a 

hierarchical level must have its descriptive attribute as a leaf node. 

To summarize, the multidimensional schema of the Research Data Mart contains only 

one cube and is obtained from that integrated schema, by focusing the attention on the 

table containing the publications. The schema presents a four-dimension cube with no 

measures. Indeed, there are no numeric attributes related to a scientific publication. The 

first dimension is editor, the second dimension is typology, and the third one is time, 

whereas the minimum aggregation pattern for the time dimension is year. The last 

dimension is author, which is structured in four hierarchies: author  department, author 

 sector, author  faculty, and author  institutionalRole. Notice that the symbol  

stands for a one-to-many relationship. Therefore, roll-up and drill-down operations are 

allowed. The final attribute tree is shown in Figure 9b. 

Conceptual schema validation 

The workload coming from requirements is now used in order to perform the validation 

process. If all the queries of the workload can be effectively executed using the schema, 

then such a schema is assumed to be validated and the designer can safely translate it 

into the corresponding logical schema. Otherwise, the conceptual design process must 

be manually revised. 

We define the following issues related to the validation of a conceptual schema in 

reference to the queries included into the preliminary workload: 

 a query involves a cube that has not been defined as such; 

 a query requires a measure that is not an attribute of the given cube; 

 a query presents an aggregation pattern on levels that are unreachable from the 

given cube; 
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 a query requires an aggregation on a field that has not been defined as a 

dimensional attribute; and 

 a query requires a selection on a field that has not been defined as a descriptive 

attribute. 

A query is assumed to be validated if there exists at least an attribute tree such that 

the following conditions hold: (a) the fact is the root of the tree; (b) the measures are the 

children nodes of the root; (c) for each level in the aggregation pattern, there exists a 

path from the root to a node X, where X is a non-leaf node representing the level; and 

(d) for each attribute in the selection clause, there exists a path from the root to a node 

Y, where Y is a leaf node representing that attribute. 

PubId

EditorID TypolId

EditorName EdtitorCity TypoDescr FirstName LastName

AutorhId

FacId SectIdDeptId
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Figure 9. (a) attribute tree; (b) remodelled attribute tree 
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If all queries are validated, then each attribute tree can be considered as a cube. Then, 

we transform the cube so that the root is the fact table, non-leaf nodes are dimension 

tables, and leaf nodes are descriptive attributes belonging to a dimensional level. 

In this case study, the root corresponds to the publication fact. Moreover, a non-leaf 

node exists for each aggregation level as defined in the requirements, whereas each level 

has got its own descriptive attributes. So, the conceptual schema satisfies the workload. 

4.4. Logical design 

In the logical design, the conceptual schema, formed of a set of one or more independent 

graphs, is transformed into a logical one based on the relational model, where the root 

node of the graph is a fact table and root children are dimension tables. 

Figure 10 depicts the logical schema obtained from the attribute tree shown in Figure 

9b. To complete the explanation of the design process, we also include the logical 

schema of the Didactics data mart (see, Figure 11). 
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Figure 10. Research data mart 
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Figure 11. Didactics data mart 
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The Didactics data mart uses two source databases to load and refresh data: ESSE3–

the main database–, and NOGE. It contains six fact tables: enrolment, tax, examination, 

degree, distribution, and cost. All these fact tables have three common dimensions: 

student, degree course, and time. These are basic dimensions for they represent the 

minimal information to express «who, where and when» aggregation levels. 

The enrolment fact table has five dimensions. Here, the additional dimensions are: 

residence, that allows demographic or geographic aggregation, and kind of enrolment, 

that allows administrative aggregation. This cube has no measures and its function is to 

store the enrolment to a course of study by the student. 

The tax fact table has only the student, time and degree course dimensions and it has 

amount as measure. Its function is to analyze the payment of the taxes by the student. 

The examination fact table has four dimensions. Here, the additional dimension is 

represented by teaching course, that allows didactic aggregation. It has two fields as 

measures: the first field is the mark, that represents the fundamental measure to know 

students’ performance; the second is the cum laude field, that is a simple Boolean field.  

Also the degree fact table has four dimension tables, and it has the same additional 

dimension owned by the examination cube and measure and fields mark and cum laude.  

The distribution fact table contains the list of teaching courses for each degree course 

of study and teacher. The measures include the number of teaching hours, the number of 

university formative credits (UFC), the kind of lesson, and the kind of examination.  

The cost fact table is relative to the annual costs supported by the University for the 

management of each teaching course, and totally for each degree course per academic 

year. It also contains the teacher’s costs for those teachers not enrolled in the University 

teacher’s staff. 

To obtain aggregate results at different levels of granularity, some dimensions are 

organized in dimensional hierarchy. In particular, the degree course dimension presents 

the course  faculty hierarchy, for allowing aggregate measures (e.g., count of graduate 

students) at the degree study or faculty levels. The residence is a four-level dimensional 

hierarchy, for it presents the hierarchy city  province  region  nation for analyzing 

data according to different geographic contexts. Finally, the time dimension presents the 

three-level hierarchy day  month  year for summing data respectively by day, 

month, or year. All other dimensions of the Didactics data mart are one-level hierarchy. 

4.5. Feeding process 

ETL tools are systems to load data from source databases into target tables of the data 

warehouse. This feeding process requires a deep knowledge of the schema of the source 

databases, in order to properly map fields of source tables to those of target tables, and 

to store data. This process, which essentially addresses data integration, includes an 

important sub-process, whose aim is to perform data cleaning. In fact, this activity must 

be able to ensure a high-level quality of data, as these data will be used to provide 

information and knowledge for decision making. 

To feed the academic data warehouse, we considered NOGE, ESSE3, CWA and 

SAPERI databases. During the design and the implementation of the ETL procedures, 

several problems arose due to inconsistencies among the source databases. 
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The source NOGE database contains dirty data due to input errors and the lack of 

controls by the software used for storing data. These errors frequently are null values or 

typos. However, severe errors are consistency errors or the presence of duplicated 

records. Therefore, in the ETL process, they occur two kinds of problems. The first one 

arises in populating dimensional tables. In fact, typical errors coming out when loading 

data into a dimension table are the violation of the primary key constraint. The second 

kind of problems regards the data mapping to fact tables. In this case, foreign key 

constraint violations occur frequently. 

On the other hand, ESSE3 database does not present problems on referential integrity 

but contain problems due to data entry errors. The most important problem we faced 

relates to the authorship of publications. In fact, in the SAPERI database no constraints 

are defined on the author’s name. As a consequence, users that insert data are allowed to 

associate any author’s name to a paper, even if that name does not match with any 

person affiliated to the University. So, typos and misspelling are very frequent. 

Moreover, in each dataset, we also found incomplete names (without the forename), 

shortened names, and reversed names because of the lack of standardization in the name 

representation. Of course, these errors created homonyms problems and difficulties for 

the identification of the right author(s) of the paper. Some of these inconsistencies have 

been solved by comparing names with those in CWA and by using a data mining 

algorithm for string matching. Only a small part of the publications (the 5.8%) has not 

been associated to any person and it is gone lost. Furthermore, the 26.38% of the 

publications has been partially associated to legitimate authors, that is not all the authors 

have been correctly identified. 

5. Data analyses 

The analytical layer is represented by phpMyOLAP [27], an open source web 

application written in PHP and using MySQL as relational database management 

system, since this actually represents a valid solution for data warehousing environments 

[28]. Among the several storage engines provided by this system, we chose MyISAM, 

since this is a high performance engine. In fact, it is not transaction-oriented and it does 

not implement foreign key constraints. Indeed, in data warehousing systems, data 

consistency is more important than referential integrity [29]. 

PhpMyOLAP adopts the Mondrian XML schema format [30] to store the data 

warehouse metadata that can be browsed through a tree-based visualization. So, on the 

basis of the Query-By-Example approach, users can create reports without using the 

MDX language [31].  

This application uses a native OLAP engine which supports traditional operators such 

as roll-up, drill-down, pivoting and generates SQL statements to be executed on 

MySQL. This engine does not rely on Java-based OLAP engine acting as a middleware 

and requiring further web servers as Tomcat. This makes phpMyOLAP independent and 

portable for Apache-MySQL-PHP systems. 
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5.1. Decision makers 

The web application produces reports for university decision makers, who are internal or 

national agencies: 

 Academic supervisory staff. There are two principal Academic supervisory 

staffs: the Academic Senate and the Administration Council. The Academic 

Senate is the governing body in matter of programming the development of the 

Athenæum and the coordination of Didactics and Research. It approves the 

criteria for the distribution of the financings among the Research Structures. 

Moreover, it determines the evaluation criteria of the didactic activities and 

estimates the effectiveness by analyzing the reports produced by the Evaluation 

Team. This is a partially elective independent team, named by the University 

Rector, to periodically verify the operating efficiency of all structures (the 

didactic structures, the research ones, and those for the technical-administrative 

management). 

 The Administration Council. This team deliberates and supervises the 

administrative, financial, and economic-patrimonial management of the 

Athenæum. In particular, the Council deliberates about the performance of the 

criteria for the distribution of the financial resources among institutions and the 

technical and administrative staffs of the University. 

 Organizational structures. Faculties are the fundamental structures that 

organize and coordinate the Didactic activities. In University, the management 

of the Research activities is entrusted to the Departments. The Departments are 

the organizational structures that collect teachers and researchers coming from 

several Faculties, but joined by common scientific interests and research 

methodologies. Departments collaborate with Faculties for the realization of the 

Didactic activities. 

 Administrative structures. These structures are the student secretariats and the 

data elaboration centres, whose tasks are the production of data for the national 

“Alma Laurea” registry of the graduate students and the realization of 

documents, statements and other information reports to support the decisional 

processes. 

 National committee. The national committee for the evaluation of the university 

system is an institutional team, whose tasks are: to establish the general criteria 

for the evaluation of the activities of the university; to predispose the annual 

report on the evaluation of the university system; to promote the 

experimentation, application, and spread of methodologies and evaluation 

tasks; to determine the nature of the information and data that the athenæum 

evaluation team must communicate; to predispose studies and documentation 

on the state of the university instruction, the compliance with the study right, 

and the accesses to the university courses of study. 

 Association of Rectors. The Association of the Rectors of the Italian 

Universities, named Crui, was born in 1963 as a private association of the 

Rectors and, in short time, it has acquired a recognized institutional role and a 

concrete ability to influence the development of the university system through 
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an intense activity of study and experimentation. Crui centralizes its own 

evaluation activity in particular on the Didactics and Research areas, develops 

and proposes methodologies and evaluation criteria for athenæums, and degree 

courses, finalized to the improvement of the quality of the Italian university 

system. 

5.2. Web application 

The decision makers are interested in creating interactive reports by navigating through 

the schema on the basis of the multidimensional model. So, the starting point is a tree-

based representation of each data mart. In Figure 12, we show the multidimensional 

elements of the Publication cube of the Research data mart. The example is devoted to 

compute the number of publications per Departments. The result of the analysis is 

shown in Figure 13. Decision makers are now allowed to execute traditional operations, 

such as order by the number of publications, and typical OLAP operations, such as roll-

up/drill-down (see, Figure 14), slice-and-dice, drill-across, and pivoting. 

Moreover, the application provides further features to public reports by sharing a link 

on the most popular social network [32] or by sending the link via email and to export 

results according to the csv or pdf formats. 

The application can also produce statistics about the Didactics. The report in Table 3 

considers historical data about the students’ enrolments of years 2000 to 2005 per 

academic year and region. Here, the pivoting operator is applied to show the enrolments 

in reference to the regions in order to know which the most important affluence centres 

are for our University. We observe that, because residence dimension is a four-level 

dimensional hierarchy, the same analysis with a roll-up operation can produce a coarser 

grain result summing data for nation or, with the opposite drill-down operation, provide 

a finer-grained view considering the number of students at the province or city levels. 

 

Figure 12. Research data mart 
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The report in Table 4 groups the same data by academic year and university Faculty. 

In this case, since degree course is a two-level dimensional hierarchy, the same analyses 

with a drill-down operation provide a detailed map showing the counts of students 

grouped by degree course.  

 
 

Figure 13. Report on the number of publications per Department 

 

 

Figure 14. Roll-up/Drill-down on the Department hierarchy 
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6. Conclusion 

In the paper, we showed the system architecture of a Business Intelligence system for 

academic organizations. The core of the system is a data warehouse which allows 

university decision makers to analyze crucial aspects related to the evaluation of the 

quality of both Didactics and Research. The most difficult part of the realization of the 

data warehouse is represented by the design process that must consider simultaneously 

Table 3. Count of enrolled students grouped by Academic year and Region 

REGION 2000 2001 2002 2003 2004 2005 

Puglia 64396 65037 70529 68542 60674 60499 

Basilicata 3264 2945 3088 2824 2460 2691 

Calabria 813 739 778 778 649 719 

Greece 306 250 237 219 155 102 

Lombardia 135 106 104    

Lazio 129  119 103   

Campania 123 129 208 260 175 332 

Molise   221 136 106  

Sicilia   114 127  163 

Table 4. Count of enrolled students grouped by Academic year and Faculty 

Faculty 2000 2001 2002 2003 2004 2005 

Law 15222 13092 12634 11408 8619 9026 

Economics 9935 9797 10235 9254 7496 7904 

Educational Sciences 8920 9814 11187 12346 13064 11963 

Mathematics, Physics  

and Natural Sciences 
6806 8525 9821 8907 6795 6622 

Medicine and Surgery 5659 5427 6345 7075 7464 8080 

Arts and Philosophy  5409 4792 5675 5288 4506 4920 

Political Sciences 4732 4388 4598 4268 3092 3417 

Pharmacy 3786 4242 3550 3700 3984 4430 

Foreign Languages  

and Literatures 
3318 3532 4304 4364 3841 3833 

Law (Taranto city) 1816 2148 2806 2862 2278 2164 

Veterinary Medicine 1431 1332 1592 1744 1835 1799 

Agricultural Sciences 1296 1079 1530 1347 938 821 

Economics (Taranto city) 901 801 745 689 584 693 
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both different data sources and user requirements. To this end, we adopted a hybrid 

methodology that is largely automatic and able to integrate different data sources on the 

basis of an ontological approach. We encountered also several problems in the feeding 

process, due to data entry errors and lack of constraints in legacy systems. Business 

applications are developed and deployed using a web-based OLAP layer, which has 

been released as an open source project that offers also the possibility to share reports 

using social networks. So, users can perform a collaborative analysis of data, by posting 

comments and opening discussion on the results. Future work will devoted to extend the 

methodology in order to include also agile techniques for reacting in a fast way to 

frequent changes in academic regulations that imply new types of analysis. 
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Appendix 

Here we show the comparison process between the entities author of SAPERI and 

employ of CWA. These entities were previously defined as (cf., Table 1) 

author(X) ⇐ personWithOccupation(X) ∧ academicProfessional(X) ∧  

has(X, Y) ∧ publishedMaterial(Y),  

employ(X) ⇐ personWithOccupation(X) ∧ academicProfessional(X) ∧ researcher(X) ∧ 

has(X, Y) ∧ publishedMaterial(Y).  
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First, we bind the variable X of author to the variable X of employ. Then, we create lists 

L1 and L2 using the predicates present in the respective logical definition. We informally 

have: 

L1 =  {personWithOccupation(X), academicProfessional(X), has(X, Y), 

publishedMaterial(Y)}, 

L2 =  {personWithOccupation(X), academicProfessional(X), researcher(X), has(X, Y), 

publishedMaterial(Y)}. 

To do the comparison between predicates, say, p and q, we introduce the mapping 

operator ↔ defined so: 

 

  1 if p = q or they have a common generalization in the ontology 
(successful mapping)  

p ↔ q =   

  0 if p and q have no ontological relationship  
(failure)  

In case of successful mapping on X, the common or superior concept is added to the 

generalization list L if not present and counter l increases by 1. In case of unsuccessful 

mapping, they opportunely increase n and/or m. Notice the mapping operator is 

commutative (i.e., p ↔ q = q ↔ p). 

 

Then, considering one bound variable at a time, we compare first each unary predicate 

in L1 with every unary predicate in L2, after that the binary predicates, and so forth.  

Mapping 1.  personWithOccupation(X) ↔ personWithOccupation(X) = 1 for predicates 

can be successfully mapped. Therefore, one common predicate has been found, and l 

increases by 1. We have the partial results 

L = {personWithOccupation(X)}, l = 1, n = 0, and m = 0. □ 

Mapping 2.  personWithOccupation(X) ↔ academicProfessional(X) = 1. In fact, person-

WithOccupation is a generalization of academicProfessional. The superior predicate is 

already present in L, and l increases by 1. So,  

L = {personWithOccupation(X)}, l = 2, n = m = 0. □ 

Mapping 3.  Similarly, personWithOccupation(X) ↔ researcher(X) = 1. Thus,  

L = {personWithOccupation(X)}, l = 3, n = 0, and m = 0. □ 

Mapping 4.  academicProfessional(X) ↔ personWithOccupation(X) is the symmetric of 

mapping 1. So, we skip it.  □ 

Mapping 5. academicProfessional(X) ↔ academicProfessional(X) = 1. Thus, 

L = {personWithOccupation(X), academicProfessional(X)}, l = 4, and n = m = 0.  □ 

Mapping 6.  academicProfessional(X) ↔ researcher(X) = 1 for they both are specializ-

ations of personWithOccupation. Hence, 

L = {personWithOccupation(X), academicProfessional(X)}, l = 5, and n = m = 0.  □ 
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We now consider the bound variable Y. 

Mapping 7. Although publishedMaterial(Y) ↔ publishedMaterial(Y) = 1, no predicate 

is added to L because we are looking for the common concept(s) between author and 

employ , Then, 

L = {personWithOccupation(X), academicProfessional(X)}, l = 6, and n = m = 0. □ 

 

Since unary predicates bound to all variables are terminated. we proceed with comparing 

each binary predicates in L1 with those in L2 relative to X. 

 

The only binary predicate in both lists L1 and L2 is has(X,Y). In order to explicitly 

show this binary relationship and the involved entities, we consider the bound variables 

X and Y and make the substitutions:  

(i) has(author, publishedMaterial)  

that means that an uthor is an academic person having publications, and 

(ii) has(employ, publishedMaterial)  

that means that an employ is a researcher having publications. 

So, 

Mapping 8.  has(author, publishedMaterial) ↔ has(employ, publishedMaterial) = 1 for 

entities author and employ have common ontological concepts (i.e., L). Finally, 

L = {personWithOccupation(X), academicProfessional(X)}, l = 7, n = 0, and m = 0. □ 

Therefore, d = 0.875 is the similarity degree and L = {personWithOccupation(X), 

academicProfessional(X)} is the list containing the common concept(s). Since 0.7 is the 

similarity threshold and L  , the two entities author and employ refer to the same 

ontological concept for 0.875 > 0.70 (cf., Table 2). 
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