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#### Abstract

The calculation of the mean difference for the lognormal distribution involves several hard integrals featuring the error function. In this paper, considering two particular cases of an integral of the exponential function for the complement to one of the error functions, and using various symmetries, we have achieved the result of an extremely simple and useful formula of the mean difference for the lognormal distribution.
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## 1. Introduction

In several previous studies [1]-[4], we have obtained close formula of the Gini mean difference for many continuous and discrete distributive models. In those papers, due to the difficulty in finding a solution for the various integrals featuring the error function, we were unable to deduce the formula of the mean difference of the lognormal model. The aim of this study is to bridge that gap.

## 2. Lognormal Distribution

The density function of the lognormal distribution is:

$$
f(x)=\frac{\mathrm{e}^{\frac{\left[\log (x-\theta)^{2}\right]}{2 \gamma^{2}}}}{\lambda x \sqrt{2 \pi}}, x>\theta, \gamma>0 .
$$

Without going into generalizations, given that the mean difference is independent of the position parameter

[^0]and homogenous of the scale parameter, we consider the standardized model with $\theta=0$
$$
f(x)=\frac{\mathrm{e}^{-\frac{\left[\log x^{2}\right]}{2 \gamma^{2}}}}{\lambda x \sqrt{2 \pi}}, x>\theta, \gamma>0
$$

The cumulative distribution function of the lognormal distribution is:

$$
F(x)=\frac{1}{2}\left[1+\operatorname{erf}\left(\frac{\log x}{\sqrt{2} \lambda}\right)\right]
$$

## 3. The Mean Difference

Given a continuous variable with density function:

$$
\begin{gathered}
f(x)=0,-\infty<x<a, \\
f(x)>0, a<x<b, \\
f(x)=0, b<x<\infty,
\end{gathered}
$$

cumulative distribution function

$$
\begin{gathered}
F(x)=0,-\infty<x<a, \\
F(x)=\int_{a}^{x} f(u) \mathrm{d} u, a<x<b, \\
F(x)=1, b<x<\infty,
\end{gathered}
$$

and first incomplete moment

$$
\begin{gathered}
F_{1}(x)=0,-\infty<x<a, \\
F_{1}(x)=\int_{a}^{x} u f(u) \mathrm{d} u, a<x<b, \\
F_{1}(x)=\mu, b<x<\infty,
\end{gathered}
$$

the mean difference of the distribution can be expressed by various formulas. The original formula is

$$
\Delta=2 \int_{a}^{b} \int_{a}^{x}(x-y) f(x) f(y) \mathrm{d} y \mathrm{~d} x
$$

the formula based on the density function, and the cumulative distribution function is

$$
\Delta=2 \int_{a}^{b} x[2 F(x)-1) f(x) \mathrm{d} z
$$

another option being the formula based on the density function, the cumulative distribution function and the first incomplete moment:

$$
\Delta=2 \int_{a}^{b}\left[x F(x)-F_{1}(x)\right] f(x) \mathrm{d} x
$$

and, lastly, the formula based solely on the cumulative distribution function is

$$
\Delta=2 \int_{a}^{b} F(x)[1-F(x)] \mathrm{d} x
$$

For our purposes of calculating the mean difference of the lognormal distribution, we utilize the last formula.

## 4. Selected Integrals for the Error Function

The error function is a particular integral pertaining to a variant of the normal distribution

$$
\operatorname{erf}(x)=\frac{2}{\sqrt{\pi}} \int_{0}^{x} \mathrm{e}^{-t^{2}} \mathrm{~d} t
$$

The following graph shown in Figure 1 represents the error function for $x$ between -3 and +3 .
Linked to the function of errors, we have the complementary error function

$$
\operatorname{erfc}(x)=1-\operatorname{erf}(x)
$$

It can be easily seen that

$$
\operatorname{erf}(-x)=-\operatorname{erf}(x)
$$

The calculation of the mean difference of the lognormal distribution requires the utilization of integrals involving various functions, one of these being the error function. These integrals, not available for consideration in standard mathematical calculation software, are presented here in forms rendered highly adaptable to various needs. In our adaptation, in order to obtain the mean difference of the lognormal model, these integrals have been listed as follows

$$
\begin{aligned}
& \int_{0}^{\infty} \frac{1}{2} \mathrm{e}^{-y}\left[1-\operatorname{erf}\left(\frac{y}{\sqrt{2} \lambda}\right)\right] \mathrm{d} y=\frac{1}{2}\left[1-\mathrm{e}^{\frac{\lambda^{2}}{2}} \operatorname{erf}\left(\frac{\lambda}{\sqrt{2}}\right)\right] \\
& \int_{0}^{\infty} \frac{1}{2} \mathrm{e}^{y}\left[1-\operatorname{erf}\left(\frac{y}{\sqrt{2} \lambda}\right)\right] \mathrm{d} y=\frac{1}{2}\left[-1+\mathrm{e}^{\frac{\lambda^{2}}{2}}\left(1+\operatorname{erf}\left(\frac{\lambda}{\sqrt{2}}\right)\right)\right] \\
& \int_{0}^{\infty} \frac{1}{2} \mathrm{e}^{-y}\left[1-\operatorname{erf}\left(\frac{y}{\sqrt{2} \lambda}\right)\right]^{2} \mathrm{~d} y=-\frac{1}{2}+\frac{\mathrm{e}^{\frac{\lambda^{2}}{2}}}{2}+\mathrm{e}^{\frac{\lambda^{2}}{2}} \operatorname{erf}\left(-\frac{\lambda}{2}\right)-\mathrm{e}^{\frac{\lambda^{2}}{2}} \operatorname{erf}\left(-\frac{\lambda}{2}\right)^{2}-\mathrm{e}^{\frac{\lambda^{2}}{2}} \operatorname{erf}\left(-\frac{\lambda}{\sqrt{2}}\right) \\
& \int_{0}^{\infty} \frac{1}{2} \mathrm{e}^{y}\left[1-\operatorname{erf}\left(\frac{y}{\sqrt{2} \lambda}\right)\right]^{2} \mathrm{~d} y=\frac{1}{2}-\frac{\mathrm{e}^{\frac{\lambda^{2}}{2}}}{2}-\mathrm{e}^{\frac{\lambda^{2}}{2}} \operatorname{erf}\left(\frac{\lambda}{2}\right)+\mathrm{e}^{\frac{\lambda^{2}}{2}} \operatorname{erf}\left(\frac{\lambda}{2}\right)^{2}+\mathrm{e}^{\frac{\lambda^{2}}{2}} \operatorname{erf}\left(\frac{\lambda}{\sqrt{2}}\right) \\
& \int_{0}^{\infty} \frac{1}{2} \mathrm{e}^{-y}\left[1-\operatorname{erf}\left(\frac{y}{\sqrt{2} \lambda}\right)^{2}\right] \mathrm{d} y=\frac{1}{2}\left[1-\mathrm{e}^{\frac{\lambda^{2}}{2}} \operatorname{erfc}\left(\frac{\lambda}{2}\right)^{2}\right] \\
& \int_{0}^{\infty} \frac{1}{2} \mathrm{e}^{y}\left[1-\operatorname{erf}\left(\frac{y}{\sqrt{2} \lambda}\right)^{2}\right] \mathrm{d} y=\frac{1}{2}\left\{\mathrm{e}^{\frac{\lambda^{2}}{2}}[1+\operatorname{erf}(\lambda / 2)]^{2}-1\right\}
\end{aligned}
$$

Figure 1. Function of error for $x$ between -3 and 3 .

The first two integrals are easily calculated using mathematical software. The following two are very hard and were calculated considering particular cases of an integral given by Prudnikov, Brychkov and Marichev, 1986. The last two integrals were obtained by subtracting the first integral from the third, twice, and the second integral from the fourth, twice.

## 5. Calculation Procedure for the Mean Difference of Lognormal Distribution

To calculate the mean difference of lognormal distribution, it is possible to start from one of the four formulas indicated in paragraph 2. After several attempts, we opted for the formula based solely on the cumulative distribution function

$$
\Delta=\int_{a}^{b} F(x)[1-F(x)] \mathrm{d} x
$$

The cumulative distribution function of lognormal distribution, as indicated in paragraph 2 , is

$$
F(x)=\frac{1}{2}\left[1+\operatorname{erf}\left(\frac{\log x}{\sqrt{2} \lambda}\right)\right]
$$

Utilizing the said cumulative distribution function in the $\Delta$ formula, after some simplifications, we obtain

$$
\Delta=\frac{1}{2} \int_{0}^{\infty}\left[1-\operatorname{erf}\left(\frac{\log x}{\sqrt{2} \lambda}\right)^{2}\right] \mathrm{d} x
$$

introducing the transformation of the variable

$$
Y=\log X
$$

we achieve the formula:

$$
\Delta=\frac{1}{2} \int_{-\infty}^{\infty} \mathrm{e}^{y}\left[1-\operatorname{erf}\left(\frac{y}{\sqrt{2} \lambda}\right)^{2}\right] \mathrm{d} y
$$

which, due to the symmetry of the error function, can also be expressed by the negative argument of the exponential function

$$
\Delta=\frac{1}{2} \int_{-\infty}^{\infty} \mathrm{e}^{-y}\left[1-\operatorname{erf}\left(\frac{y}{\sqrt{2} \lambda}\right)^{2}\right] \mathrm{d} y
$$

splitting the two integrals, we obtain the formulas

$$
\begin{gathered}
\Delta=\frac{1}{2} \int_{-\infty}^{0} \mathrm{e}^{-y}\left[1-\operatorname{erf}\left(\frac{y}{\sqrt{2} \lambda}\right)^{2}\right] \mathrm{d} y+\frac{1}{2} \int_{0}^{\infty} \mathrm{e}^{-y}\left[1-\operatorname{erf}\left(\frac{y}{\sqrt{2} \lambda}\right)^{2}\right] \mathrm{d} y \\
\Delta=\frac{1}{2} \int_{-\infty}^{0} \mathrm{e}^{y}\left[1-\operatorname{erf}\left(\frac{y}{\sqrt{2} \lambda}\right)^{2}\right] \mathrm{d} y+\frac{1}{2} \int_{0}^{\infty} \mathrm{e}^{y}\left[1-\operatorname{erf}\left(\frac{y}{\sqrt{2} \lambda}\right)^{2}\right] \mathrm{d} y
\end{gathered}
$$

Considering the presence of equality

$$
\frac{1}{2} \int_{-\infty}^{0} \mathrm{e}^{-y}\left[1-\operatorname{erf}\left(\frac{y}{\sqrt{2} \lambda}\right)^{2}\right] \mathrm{d} y=\frac{1}{2} \int_{0}^{\infty} \mathrm{e}^{y}\left[1-\operatorname{erf}\left(\frac{y}{\sqrt{2} \lambda}\right)^{2}\right] \mathrm{d} y
$$

the formula for the mean difference can be expressed by utilizing only the integrals defined by the positive semiaxis

$$
\Delta=\frac{1}{2} \int_{0}^{\infty} \mathrm{e}^{y}\left[1-\operatorname{erf}\left(\frac{y}{\sqrt{2} \lambda}\right)^{2}\right] \mathrm{d} y+\frac{1}{2} \int_{0}^{\infty} \mathrm{e}^{-y}\left[1-\operatorname{erf}\left(\frac{y}{\sqrt{2} \lambda}\right)^{2}\right] \mathrm{d} y
$$

The two integrals in this formula were obtained in the previous paragraph, introducing them into the said formula and simplifying, we obtain the extremely simple expression for the mean difference of the lognormal distribution:

$$
\Delta=2 \mathrm{e}^{\frac{\lambda^{2}}{2}} \operatorname{erf}(\lambda / 2)
$$

## 6. Conclusion

Through a painstaking process utilizing selected hard integrals with functions including the error function, we have obtained an extremely simple formula of the mean difference of the lognormal distribution. This result can be added to the other findings regarding other distribution models. This result is useful for elaborating in-depth characterizations of the lognormal model and facilitating comparisons with other variability indexes of the said model.
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