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Abstract. One of the main problems in PI-theory is to prove the rationality of the Hilbert series of
the relatively free algebra of a given PI-algebra. In this paper we consider a field F of characteristic 0
and we prove the rationality of the Hilbert series of the PI-algebra A over F both in the case A is a
superalgebra with superinvolution and when a finite dimensional semisimple Hopf algebra acts on A.
Along the way, we give a proof of the Specht’s problem in case A is a superalgebra with superinvolution.
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1. Introduction

One of the classical and most famous problems in algebra was posed by Burnside in 1902 (see [16]):
is it true that every finitely generated torsion group is finite? Almost 40 years later, Kurosh in 1941
asked the analogous question in the setting of algebras (see [43]): is every finitely generated algebraic
algebra finite dimensional? It is well-known that both these problems have no positive answer in
general, as it was first showed by Golod and Shafarevich.

In the present paper, we deal with the so-called PI-algebras, that is associative algebras satisfying
at least one non-trivial polynomial identity. Given a field F and a countable set of variables X =
{x1, x2, . . .}, the free algebra F 〈X〉 is the set of all polynomials in the variables of X. A polynomial
identity of an algebra A is a polynomial of F 〈X〉 which vanishes under all substitutions in elements
of A. The importance of the theory of polynomial identities (PI-theory for short) was highlighted
around the 1950s, when it was showed that the Kurosh Problem has a positive solution in this class
of algebras (see [37,54]).

In the recent decades different classes of algebras with additional structure, such as group graded
algebras or algebras with involution, have been studied in the context of PI-theory. In this paper we
focus our attention on H-module algebras, where H is a finite dimensional semisimple Hopf algebra
and on the setting of superalgebras with superinvolution.

We would like to point out that the structure of H-module algebra generalizes several notions such
as gradings by finite abelian groups and involutions whereas superalgebras with superinvolution cannot
be seen as H-module algebras. Nevertheless, also superalgebras with superinvolution are a natural
generalization of algebras with involution and they play a prominent role in the setting of Lie and
Jordan algebras (see, for instance, [35, 51]). In recent years, superalgebras with superinvolution has
been extensively studied by several mathematicians and their importance has been highlighted in 2017
by Aljadeff, Giambruno and Karasik. In [2], they showed that any algebra with involution has the
same identities of the Grassmann envelope of a finite dimensional superalgebras with superinvolution.
The last result is a generalization of a classical result in PI-theory, known as the Representability
theorem.

In the present paper we study the so-called Hilbert series for both the setting of H-module algebras
and of superalgebras with superinvolution. Hilbert polynomials, Hilbert series or Hilbert-Poincaré
series of graded (in a classical meaning) algebras are strongly related notions which attracted several
mathematicians in the last century. The Hilbert series of an algebra represents a crucial algebraic
tool in computational algebraic geometry, as it is the easiest known way for computing the dimension
and the degree of an algebraic variety defined by explicit polynomial equations. We recall that the
question of whether the Hilbert series of an algebra is the Taylor expansion of a rational function is
fundamental in the commutative setting because of its relations with other invariants related to the
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growth of an algebra such as the Gelfand-Kirillov dimension or the Krull dimension of algebras. As
will be highlighted later in this paper, the broad range of applications of Hilbert series reaches the
non-commutative environment, too.

At this point we think it could be fruitful building up a timeline through the results obtained on
this research argument. Let F be a field and consider a graded (in a classical meaning) F -algebra A
with finite generating set S. If we define the non-negative integer cn as the dimension over F of the
vector space generated by the monomials of degree n in the elements from S, then the Hilbert series
of A is

Hilb(A, t) =
∞∑
n=0

cnt
n.

If A is a finitely generated (affine) commutative algebra, then the Hilbert-Serre Theorem says that
the Hilbert series of A is rational (see [7] for the proof). Nevertheless, such a theorem is not true
in the case the algebra is non-commutative and, in this regard, we cite the work [6] by Anick where
the author showed a famous counterexample. Anyway, there is a big class of non-commutative affine
algebras whose Hilbert series is rational. We are talking about the class of finitely generated relatively
free algebras, i.e., algebras isomorphic to the quotient of a finitely generated free algebra by a T -ideal.
Notice that T -ideals are ideals of a free algebra invariant under all the endomorphisms of the same free
algebra. Moreover, any T -ideal is the set of (ordinary) polynomial identities of a certain algebra. The
analog of Hilbert-Serre Theorem for relatively free algebras carried a lot of results in PI-theory and
we would like to cite among them the paper [15] by Berele and Regev in which the authors showed
the exact asymptotic behaviour of the codimension sequence of a PI-algebra satisfying the Capelli
identity.

The analog of Hilbert-Serre Theorem also holds for classes of free algebras with additional structure,
such as the class of finitely generated G-graded relatively free algebras, where G is a finite group and
the underlying graded T -ideal is the ideal of G-graded polynomial identities of a G-graded algebra
satisfying an ordinary polynomial identity (Aljadeff and Kanel-Belov in [5]).

Now it is time to state more precisely the goal of this paper. We present a proof of the Hilbert-
Serre Theorem in the case of relatively free algebras of H-module algebras and in the case of relatively
free algebras of superalgebras with superinvolution. In both case we have to assume that the algebra
satisfies an ordinary polynomial identity. It is worth mentioning that representable algebras, in general,
can have transcendental (so non-rational) Hilbert series as showed by Belov et al. in [11].

In the setting of finite dimensional semisimple Hopf algebras, our proofs are given in the language
of the action of a ring on a given algebra that is something new. We use the tools appearing in the
proof of representability of relatively free H-module algebras (as in [38]). In the case of superalgebras
with superinvolution, we show an explicit form of the so-called Kemer polynomials which are crucial
in the proof of the rationality of the Hilbert series of any relatively free algebra. Moreover, we also get
another relevant result, the so-called Specht’s property, for the two classes of algebras above. Recall
that the classical Specht’s problem (ordinary associative algebras) asks whether a T -ideal can be
generated as a T -ideal by a finite number of polynomials. It has been a leading light in PI-theory for
many years and in the ordinary context of associative algebras (over a field of characteristic zero) it
has been proved by Kemer in 1987 (see [40]).

In the final part of the paper, we also get that the Gelfand-Kirillov dimension of finitely generated
relatively free algebras of an H-module algebra (or of a superalgebra with superinvolution) satisfying
an ordinary polynomial identity is an integer.

2. Preliminaries

In this section we shall recall some well-known results about PI-theory. Unless explicitly written,
every field is supposed to be of characteristic 0 and any algebra is associative.

Let F be a field and consider a countable set of variables X = {x1, x2, . . .}. The free algebra
F 〈X〉 is the set of all polynomials in the variables of X. A polynomial identity of an algebra A is a
polynomial of the free algebra F 〈X〉 which vanishes under all substitutions in elements of A. We refer
to the books [24] by Drensky and [29] by Giambruno and Zaicev for further details about polynomial
identities of associative algebras.

We start off with the classical notion of grading. Let G = {g1, . . . , gs} be any group of finite order
s and let F be a field. If A is an F -algebra, we say that A is a G-graded algebra if there are subspaces
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Ag for each g ∈ G such that

A =
⊕
g∈G

Ag and AgAh ⊆ Agh.

If 0 6= a ∈ Ag we say that a is homogeneous of G-degree g or G-graded homogeneous of G-degree g,
and we write deg(a) = g.

Now we recall the Wedderburn-Malcev decomposition for G-graded algebras (see [20]).

Theorem 1 (Wedderburn-Malcev decomposition). Let A be a finite dimensional G-graded algebra
over a field F of characteristic 0 and let J(A) be its Jacobson radical. Then J(A) is G-graded and
there exists a G-graded subalgebra B such that A = B + J(A), as vector spaces.

In the previous result, the subalgebra B is a direct product of G-simple algebras, i.e., algebras with
a non-trivial multiplication containing no proper G-graded ideals.

Now, let {Xg | g ∈ G} be a family of disjoint countable sets. We write X =
⋃
g∈GX

g and we denote

by F 〈X|G〉 the free associative algebra freely generated by the set X. An indeterminate (or variable)
x ∈ X is said to be of homogeneous G-degree g, written deg(x) = g, if x ∈ Xg. We always write xg

if x ∈ Xg. The homogeneous G-degree of a monomial m = xi1xi2 · · ·xik is defined to be deg(m) =
deg(xi1) deg(xi2) · · · deg(xik). For every g ∈ G we denote by F 〈X|G〉g the subspace of F 〈X|G〉 spanned

by all monomials having homogeneous G-degree g. Notice that F 〈X|G〉gF 〈X|G〉g′ ⊆ F 〈X|G〉gg′ for
all g, g′ ∈ G. Thus

F 〈X|G〉 =
⊕
g∈G

F 〈X|G〉g

and F 〈X|G〉 is aG-graded algebra. We refer to the elements of F 〈X|G〉 asG-graded polynomials or just
graded polynomials. An ideal I of F 〈X|G〉 is said to be a TG-ideal (or graded T -ideal) if it is invariant
under all G-graded endomorphisms ϕ : F 〈X|G〉 → F 〈X|G〉 such that ϕ (F 〈X|G〉g) ⊆ F 〈X|G〉g for
all g ∈ G. If A is a G-graded algebra, a G-graded polynomial f(x1, . . . , xn) is said to be a graded

polynomial identity of A if f(a1, a2, . . . , an) = 0 for all a1, a2, . . . , an ∈
⋃
g∈GA

g such that ak ∈ Adeg(xk),

k = 1, . . . , n. We denote by IdG(A) the ideal of all graded polynomial identities of A. It is a TG-ideal
of F 〈X|G〉 in the sense that it is invariant under all graded homomorphism of F 〈X|G〉. We shall call
substitution with elements of A any graded homomorphism F 〈X|G〉 → A and we sometimes use the
notation x = a ∈ A in order to denote explicitly such an evaluation of the variable x.

Given a subset S ⊆ F 〈X|G〉 one can think about the least TG-ideal of F 〈X|G〉 containing the set
S. Such a TG-ideal will be denoted by 〈S〉TG and will be called the TG-ideal generated by S. We say
that the elements of 〈S〉TG are consequences of elements of S, or simply that they follow from S. If
IdG(A) = 〈S〉TG , we say that S is a basis for the graded polynomial identities of A. If the ground
field F is of characteristic 0, then we are allowed to consider only the multilinear graded identities of
a given algebra. Notice that, if the grading group of a given algebra is the trivial one, we are simply
talking about (ordinary) polynomial identities of that algebra and any index is omitted.

Let A be a G-graded algebra. We denote by

VG(A) = {B = G-graded algebra : IdG(A) ⊆ IdG(B)},
the class of all associative G-graded algebras satisfying the G-graded identities of A and we shall call
it the variety of G-graded algebras generated by A. The graded identities of VG(A) are precisely the
graded identities of A.

In the classical literature towards varieties of algebras one of the main problems is the so-called
Specht problem which concerns with the existence of a finite basis of identities for any subvariety of a
given variety of algebras. The following result by Kemer (see [39,41]) is definitely crucial in PI-theory.

Theorem 2 (Specht property for associative algebras (ordinary case)). Every variety of associative
algebras over a field of characteristic 0 has a finite basis of its identities as well as any of its subvari-
eties.

The following generalization of Kemer’s result for G-graded algebras, where G is finite and abelian,
was achieved by Sviridova in [57].

Theorem 3 (Specht property for G-graded algebras (abelian grading case)). Every variety of G-
graded associative algebras over a field of characteristic 0, where G is finite and abelian, has a finite
basis of its graded identities.
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The most general result for graded algebra is the one by Aljadeff and Kanel-Belov in [4].

Theorem 4 (Specht property for G-graded algebras (finite grading case)). Every variety of G-graded
associative algebras over a field of characteristic 0, where G is finite, has a finite basis of its graded
identities.

Now we introduce another key character of this paper, the Hilbert series of a relatively free algebra.
We recall that given any Z-graded algebra A, we are allowed to consider the subspace of A generated
by the monomials of degree n in one of its generating set. If we denote by an the dimension of this
subspace of A, the Hilbert series of A is defined to be the following formal power series

Hilb(A, t) =
∞∑
n=0

ant
n.

It is a very big deal trying to build up a complete list of papers about Hilbert series of algebras.
Nevertheless we would like to mention the papers by La Scala [44,45] for the reduction of the compu-
tation of the Hilbert series of algebras to the case of a monomial algebras, i.e., an algebra generated
by monomials in one of its generating sets.

In the following theorem we state a classical result by Serre (see, for instance, Section 11 of [7]).

Theorem 5. If A is a commutative algebra, then Hilb(A, t) is a rational function.

Now, let k ≥ 1 be an integer and consider the finite set of variables Xk = {x1, . . . , xk}. The quotient
algebra Fk(A) = F 〈Xk〉/(F 〈Xk〉 ∩ Id(A)) is the relatively free algebras of A in k variables. We denote
by Hilb(Fk(A), t) its Hilbert series. In 1997, Belov gave the following analog of Serre’s result for
relatively free algebras (see [9]).

Theorem 6 (Rationality of Hilbert series of relatively free algebras (ordinary case)). The Hilbert series
Hilb(Fk(A), t) of the relatively free algebra of a PI-algebra A in K variables is a rational function.

In the setting of G-graded algebras, we have the following generalization of Belov’s result obtained
by Aljadeff and Kanel-Belov in [5], for any finite group G.

Theorem 7 (Rationality of Hilbert series of relatively free algebras (graded case)). Let G be a finite
group. Then the Hilbert series Hilb(FGk (A), t) of the relatively free G-graded algebra of a G-graded
algebra A satisfying an ordinary polynomial identity is a rational function.

Here FGk (A) = F 〈Xk〉/(F 〈Xk〉 ∩ IdG(A)) and Hilb(FGk (A), t) denote the relatively free G-graded
algebra of A in the G-graded variables from Xk = {xg11 , . . . , x

gk
k } and its Hilbert series, respectively.

As already mentioned in the Introduction, our intent is to develop a similar theory for the class
of H-module algebras, where H is a finite dimensional semisimple Hopf algebra and for the class of
superalgebras with superinvolution. Although many definition in the next sections could simply appear
as restatements of the notions given in this preliminary section, we believe that each case deserves its
own vocabulary, especially regarding the free algebras and the Wedderburn-Malcev decomposition.

3. Superalgebras with superinvolution

In what follows A is an associative algebra over a fixed field F of characteristic zero. If Z2 is the
cyclic group of order 2, we say that the algebra A is Z2-graded if it can be written as the direct sum
of subspaces A = A0 ⊕ A1 such that A0A0 + A1A1 ⊆ A0 and A0A1 + A1A0 ⊆ A1. The subspaces A0

and A1 are the homogeneous components of A and their elements are called homogeneous of degree
zero (even elements) and of degree one (odd elements), respectively. If a is an homogeneous element
we shall write deg(a) or |a| to indicate its homogeneous degree. The Z2-graded algebras are simply
called superalgebras. Recall that, if A = A0 ⊕ A1 and B = B0 ⊕ B1 are two superalgebras, then a
linear map ϕ : A→ B is said to be graded if ϕ(Ai) ⊆ Bi, i = 0, 1.

A superinvolution on a superalgebra A = A0 ⊕A1 is a graded linear map ∗ : A→ A such that:

1. (a∗)∗ = a, for all a ∈ A,

2. (ab)∗ = (−1)|a||b|b∗a∗, for any homogeneous elements a, b ∈ A0 ∪A1.

Since charF = 0, we can write

A = A+
0 ⊕A

−
0 ⊕A

+
1 ⊕A

−
1 ,
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where for i = 0, 1, A+
i = {a ∈ Ai : a∗ = a} and A−i = {a ∈ Ai : a∗ = −a} denote the sets of symmetric

and skew elements of Ai, respectively.
We shall refer to a superalgebra with superinvolution simply as a ∗-algebra.
The free algebra with superinvolution (free ∗-algebra), denoted by F 〈Y ∪ Z, ∗〉, is generated by

symmetric and skew elements of even and odd degree. We write

F 〈Y ∪ Z, ∗〉 = F 〈y+
1 , y

−
1 , z

+
1 , z

−
1 , y

+
2 , y

−
2 , z

+
2 , z

−
2 , . . .〉,

where y+
i stands for a symmetric variable of even degree, y−i for a skew variable of even degree, z+

i for

a symmetric variable of odd degree and z−i for a skew variable of odd degree. In order to simplify the
notation, sometimes we denote by y any even variable, by z any odd variable and by x an arbitrary
variable. The elements of F 〈Y ∪ Z, ∗〉 are called ∗-polynomials.

A ∗-polynomial f(y+
1 , . . . , y

+
n , y

−
1 , . . . , y

−
m, z

+
1 , . . . , z

+
t , z

−
1 , . . . , z

−
s ) ∈ F 〈Y ∪Z, ∗〉 is a ∗-identity of the

∗-algebra A = A+
0 ⊕A

−
0 ⊕A

+
1 ⊕A

−
1 , and we write f ≡ 0, if, for all u+

1 , . . . , u
+
n ∈ A+

0 , u
−
1 , . . . , u

−
m ∈ A−0 ,

v+
1 , . . . , v

+
t ∈ A

+
1 and v−1 , . . . , v

−
s ∈ A−1 , we have

f(u+
1 , . . . , u

+
n , u

−
1 , . . . , u

−
m, v

+
1 , . . . , v

+
t , v

−
1 , . . . , v

−
s ) = 0.

We denote by Id∗(A) = {f ∈ F 〈Y ∪ Z, ∗〉 : f ≡ 0 on A} the ideal of ∗-identities of A. Notice that
Id∗(A) is a T ∗2 -ideal of F 〈Y ∪Z, ∗〉, i.e., an ideal that is invariant under all Z2-graded endomorphisms
of the free superalgebra F 〈Y ∪ Z〉 commuting with the superinvolution ∗.

Given two ∗-algebras A and B, we say that A is T ∗2 -equivalent to B, and we write A ∼T ∗2 B, in case
Id∗(A) = Id∗(B). Moreover, we denote by 〈f1, . . . , fn〉T ∗2 the T ∗2 -ideal generated by the ∗-polynomials
f1, . . . , fn ∈ F 〈Y ∪ Z, ∗〉.

Because we are in characteristic 0, as in the ordinary case, it is easily seen that every ∗-identity is
equivalent to a system of multilinear ∗-identities. Hence if we denote by

P ∗n = spanF

{
wσ(1) · · ·wσ(n) | σ ∈ Sn, wi ∈

{
y+
i , y

−
i , z

+
i , z

−
i

}
, i = 1, . . . , n

}
the space of multilinear polynomials of degree n in y+

1 , y
−
1 , z

+
1 , z

−
1 , . . . , y

+
n , y

−
n , z

+
n , z

−
n (i.e., y+

i or y−i or

z+
i or z−i appears in each monomial with degree 1) the study of Id∗(A) is equivalent to the study of
P ∗n ∩ Id∗(A), for all n ≥ 1. The non-negative integer

c∗n(A) = dimF
P ∗n

P ∗n ∩ Id∗(A)
, n ≥ 1,

is called the n-th ∗-codimension of A. In [26], the authors proved that the sequence of ∗-codimensions
is exponentially bounded, provided that the ∗-algebra satisfies an ordinary non-trivial identity.

Let n ≥ 1 and write n = n1+· · ·+n4 as a sum of non-negative integers. We denote by P ∗n1,...,n4
⊆ P ∗n

the vector space of multilinear ∗-polynomials in which the first n1 variables are even symmetric, the
next n2 variables are even skew, the next n3 variables are odd symmetric and the last n4 variables are
odd skew. The group Sn1 × · · · × Sn4 acts on the left on the vector space P ∗n1,...,n4

by permuting the
variables of the same homogeneous degree which are all even or all odd at the same time. Thus Sn1

permutes the variables y+
1 , . . . , y

+
n1
, Sn2 permutes the variables y−n1+1, . . . , y

−
n1+n2

, and so on. In this
way P ∗n1,...,n4

becomes a left (Sn1 × · · · × Sn4)-module. Now P ∗n1,...,n4
∩ Id∗(A) is invariant under this

action and the vector space

P ∗n1,...,n4
(A) =

P ∗n1,...,n4

P ∗n1,...,n4
∩ Id∗(A)

is a left (Sn1 × · · · × Sn4)-module with the induced action.
Our next goal is to present a Wedderburn-Malcev decomposition for ∗-algebras. To this end, recall

that an ideal (subalgebra) I of a ∗-algebra A is a ∗-ideal (subalgebra) of A if it is a graded ideal
(subalgebra) and I∗ = I. The ∗-algebra A is a simple ∗-algebra if A2 6= 0 and A has no non-trivial
∗-ideals.

The Wedderburn-Malcev analog for ∗-algebras was proved in [26, Theorem 4.1].

Theorem 8. Let A be a finite dimensional ∗-algebra over a field F of characteristic 0. Then there
exists a semisimple ∗-subalgebra B such that

A = B + J(A)

as vector spaces and J(A) is a ∗-ideal of A. Moreover B ∼= A1×· · ·×Aq, where A1, . . . , Aq are simple
∗-algebras.
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Of course, B is ∗-semisimple and the Wedderburn-Malcev decomposition enables us to consider
semisimple and radical (or nilpotent) substitutions. More precisely, since in order to check whether
a given multilinear ∗-polynomial is an identity of A it is sufficient to evaluate the variables in any
spanning set of even/skew homogeneous elements, we may take a basis consisting of even/skew homo-
geneous elements of B or of J(A). We refer to such evaluations as semisimple or radical evaluations,
respectively. Moreover, the semisimple substitutions may be taken from ∗-simple components. This
kind of evaluations, i.e., the ones from the set

q⋃
i=1

Ai ∪ J(A),

are called elementary. In what follows, whenever we evaluate a polynomial on a finite dimensional
∗-algebra, we shall only consider elementary evaluations.

Next we shall present the classification of the finite dimensional simple ∗-algebras over an alge-
braically closed field F . Recall that if A and B are two superalgebras endowed with superinvolutions
∗ and ?, respectively, then (A, ∗) and (B, ?) are isomorphic, as ∗-algebras, if there exists an isomor-
phism of superalgebras ψ : A→ B such that ψ(x∗) = ψ(x)?, for all x ∈ A.

If n = k + h, the matrix algebra Mn(F ) becomes a superalgebra, denoted by Mk,h(F ), endowed
with grading

(Mk,h(F ))0 =

{(
X 0
0 T

)
: X ∈Mk(F ), T ∈Mh(F )

}
,

(Mk,h(F ))1 =

{(
0 Y
Z 0

)
: Y ∈Mk×h(F ), Z ∈Mh×k(F )

}
.

In [50], Racine proved that, up to isomorphism and if the field F is algebraically closed and of
characteristic different from 2, it is possible to define on Mk,h(F ) only the following superinvolutions.

1. The transpose superinvolution, denoted by trp and defined for h = k by(
X Y
Z T

)trp
=

(
T t −Y t

Zt Xt

)
,

where t is the usual transpose.

2. The orthosymplectic superinvolution osp defined when h = 2l is even by(
X Y
Z T

)osp
=

(
Ik 0
0 Q

)−1(
X −Y
Z T

)t(
Ik 0
0 Q

)
=

(
Xt ZtQ
QY t −QT tQ

)
,

where Q =

(
0 Il
−Il 0

)
and Ik, Il are the k × k, l × l identity matrices, respectively.

Furthermore, if A is a superalgebra, we denote by Asop the superalgebra with the same graded
vector space structure of A and product given on homogeneous elements a, b ∈ Asop by

a ◦ b = (−1)|a||b|ba.

The direct sum R = A ⊕ Asop is a superalgebra with R0 = A0 ⊕ Asop0 and R1 = A1 ⊕ Asop1 . Given
x, y ∈ R, x = (a, b) = (a0 + a1, b0 + b1), y = (a′, b′) = (a′0 + a′1, b

′
0 + b′1), the product in R is given by

(1) (a0 + a1, b0 + b1) · (a′0 + a′1, b
′
0 + b′1) = (a0a

′
0 + a1a

′
1 + a0a1 + a1a

′
0, b
′
0b0 − b′1b1 + b′0b1 + b′1b0).

Moreover R is a ∗-algebra since it is endowed with the exchange superinvolution ex defined by:

(a, b)ex = (b, a) .

For example, if we consider the superalgebra Q(n) = Mn(F ⊕ cF ) = Q(n)0 ⊕ Q(n)1, where
Q(n)0 = Mn(F ) and Q(n)1 = cMn(F ), with c2 = 1, then Q(n) ⊕ Q(n)sop is a ∗-algebra with ex-
change superinvolution.

The following result gives the classification of the finite dimensional simple ∗-algebras over an
algebraically closed field F (see [8, 31,50]).

Theorem 9. Let A be a finite dimensional simple ∗-algebra over an algebraically closed field F of
characteristic different from 2. Then A is isomorphic to one of the following:

(1) Mk,h(F ) with the orthosymplectic or the transpose superinvolution,
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(2) Mk,h(F )⊕Mk,h(F )sop with the exchange superinvolution,

(3) Q(n)⊕Q(n)sop with the exchange superinvolution.

Remark 10. In Theorem 9, the ∗-algebra A has always an identity element that is symmetric of
homogeneous degree 0.

Proof. Let I be the identity matrix of Mn(F ). If A ∼= Mk,h(F ), n = k+ h, then I is the identity of A.
Suppose that A ∼= Mk,h(F ) ⊕Mk,h(F )sop or A ∼= Q(n) ⊕ Q(n)sop, then the pair (I, I) is the identity
of A. Finally it is not difficult to see that the identity of A is a symmetric even element. �

We conclude this section with the following result proved in [2, Theorem 1].

Theorem 11. Let F be an algebraically closed field of characteristic zero. Let V be a variety generated
by a finitely generated ∗-algebra A over F , satisfying an ordinary non-trivial identity. Then V =
var∗(B), for some finite dimensional ∗-algebra B over F.

4. Specht’s problem for superalgebras with superinvolution

The purpose of this section is to give a positive answer to the Specht’s problem in the setting of
superalgebras with superinvolution (∗-algebras). More precisely, if W is a finitely generated ∗-algebra
over a field F of characteristic 0 satisfying an ordinary non-trivial identity, we shall find a finite
generating set for the T ∗2 -ideal of identities Id∗(W ). We recall that this result was announced in [2].
Here we shall give an explicit construction of Kemer’s polynomials that are the key ingredient in
solving the Specht’s problem.

4.1. Kemer points and Kemer polynomials.

Let Γ be a T ∗2 -ideal. Recall that, since F is a field of characteristic zero, Γ is generated by multilinear
∗-polynomials (recall that in the setting of superalgebras with superinvolution there is no notion of
strongly homogeneous polynomials since the grading group Z2 is abelian).

Let X be a set of variables. We can write

X = X+
0 ∪X

−
0 ∪X

+
1 ∪X

−
1 ,

where X+
0 is the subset of symmetric even variables (the y+

i ’s), X−0 is the subset of skew even variables

(the y−i ’s), X+
1 is the subset of symmetric odd variables (the z+

i ’s) and X−1 is the subset of skew odd

variables (the z−i ’s). Let S0 and S1 be subsets of Y = X+
0 ∪ X

−
0 and Z = X+

1 ∪ X
−
1 respectively,

and let R0 = Y \ S0, R1 = Z \ S1. Of course, if Si = {x1, . . . , xm}, then the variables xi’s are of
homogeneous degree i and symmetric or skew.

Definition 12. Let f = f(X) be a multilinear ∗-polynomial. We say that f is alternating in Si =
{x1, . . . , xm}, i ∈ {0, 1}, if there exists a multilinear ∗-polynomial h(Si, Ri) := h(x1, . . . , xm, Ri) such
that

f(X) =
∑
σ∈Sm

(−1)σh(xσ(1), . . . , xσ(m), Ri).

If S1, . . . , Sp, are p disjoint sets of variables of X (belonging to Y or Z), we say that f(X) is
alternating in Si1 , . . . , Sip , if it is alternating in each of them.

Now we will consider polynomials which alternate in ν disjoint sets of the form Si, i = 0, 1.

Definition 13. Let f = f(X) be a multilinear ∗-polynomial alternating in Si1 , . . . , Si2ν . If all the sets
Si1 , . . . , Si2ν belonging to the same set (Y or Z) have the same cardinality (say di, i ∈ {0, 1}), then we
will say that

f(X) is ν-fold (d0, d1)-alternating.

In order to define the ∗-index of a T ∗2 -ideal Γ we need the notion of i-th Capelli polynomial, i ∈
{0, 1}. Let Xn,i = {x1, . . . , xn} be a set of n variables of homogeneous degree i ∈ {0, 1} and let
W = {w1, . . . , wn} be a set of n ungraded variables. The i-th Capelli polynomial cn,i of degree 2n is
the polynomial obtained by alternating the set of variables x1, . . . , xn in the monomial x1w1 · · ·xnwn.
Hence

cn,i =
∑
σ∈Sn

(−1)σxσ(1)w1 · · ·xσ(n)wn.

Clearly cn,i, i ∈ {0, 1} is a multilinear ∗-polynomial alternating in {x1 . . . , xn}.
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Lemma 14. For any i ∈ {0, 1} there exists an integer ni such that the T ∗2 -ideal Γ contains cni,i.

Proof. Let A be a finite dimensional ∗-algebra such that Id∗(A) ⊆ Γ. We consider the decomposition
A = A0 ⊕ A1 and we take ni = dimAi + 1, i ∈ {0, 1}. It is clear that cni,i ∈ Id∗(A) and the proof is
complete. �

As a consequence we get the following result.

Corollary 15. If f = f(X) is a multilinear ∗-polynomial alternating on a set Si of cardinality ni,
then f ∈ Γ. Consequently there exists an integer Mi which bounds (from above) the cardinality of the
alternating homogeneous sets in any ∗-polynomial h which is not in Γ.

Let Γ denote the T ∗2 -ideal of a finitely generated ∗-algebra. Now we are in a position to define the
∗-index Ind∗(Γ) of Γ. Here we want to highligh that in [4] Aljadeff and Belov introduced the analogous
object in the setting of G-graded algebras, where G is a finite group.

Ind∗(Γ) will consist of a finite set of points (α, s) in the lattice L = N2×(N ∪∞). Given α = (α0, α1),
β = (β0, β1) ∈ N2, we put α � β if and only if αi ≤ βi, for i = 0, 1. This gives a partial order in N2.
As a consequence, we obtain a partial order on L. Given (α, s), (β, s′) ∈ L, we write (α, s) � (β, s′) if
and only if either

1) α ≺ β, or

2) α = β and s ≤ s′ (notice that s <∞ for every s ∈ N).

We first determine the set Ind∗(Γ)0, namely the projection of Ind∗(Γ) into N2.

Definition 16. A point α = (α0, α1) is in Ind∗(Γ)0 if and only if for any integer ν there exists a
multilinear ∗-polynomial outside Γ with ν alternating homogeneous sets (of degree i) of cardinality αi
for every i = 0, 1.

Lemma 17. The following facts hold:

1. The set Ind∗(Γ)0 is bounded (finite).

2. If α ∈ Ind∗(Γ)0, then α′ � α is also in Ind∗(Γ)0.

Proof. The first statement follows since Γ ⊇ Id∗(A), for some finite dimensional ∗-algebra A at light
of Theorem 11. The second one is a consequence of the definition of Ind∗(Γ)0. �

Definition 18. A point α ∈ Ind∗(Γ)0 is said extremal if for any β ∈ Ind∗(Γ)0, β � α implies β = α.

We denote by E0(Γ) the set of all extremal points in Ind∗(Γ)0.
For any point α = (α0, α1) ∈ E0(Γ) and every integer ν, consider the set Ωα,ν of all ν-folds

alternating polynomials in homogeneous sets of cardinality αi, where i = 0, 1, that are not in Γ. Given
f ∈ Ωα,ν , we consider the number sΓ(α, ν, f) of alternating homogeneous sets of disjoint variables, of
cardinality αi + 1, i = 0, 1. The set of integers {sΓ(α, ν, f)}f∈Ωα,ν

is bounded. We define sΓ(α, ν) =

max{sΓ(α, ν, f)}f∈Ωα,ν . The sequence sΓ(α, ν) is monotonically decreasing as a function of ν. As a
consequence, there exists an integer µ = µ(Γ, α) for which the sequence stabilizes, that is for ν ≥ µ,
the sequence sΓ(α, ν) is constant. We let s(α) = limν→∞ sΓ(α, ν) = sΓ(α, µ). At this point the integer
µ depends on α. However, since the set E0(Γ) is finite by Lemma 17, we take µ to be the maximum
of all µ’s considered above. Keeping in mind the definition of µ, we have the following definitions.

Definition 19. The ∗-index Ind∗(Γ) of Γ is the set of points (α, s) ∈ L such that α ∈ Ind∗(Γ)0 and
s = sΓ(α) if α ∈ E0(Γ) or s =∞ otherwise.

Definition 20. Given a T ∗2 -ideal Γ containing the ∗-identities of a finite dimensional ∗-algebra A, we
let the Kemer set of Γ, denoted K(Γ), be the set of points (α, s) in Ind∗(Γ), where α is extremal. We
refer to the elements of K(Γ) as the Kemer points of Γ.

The next remark follows immediately.

Remark 21. Let Γ1 ⊇ Γ2 be two T ∗2 -ideals containing Id∗(A), where A is a finite dimensional ∗-
algebra. Then:

1. Ind∗(Γ1) ⊆ Ind∗(Γ2).

2. For every (α, s) ∈ K(Γ1) there is a Kemer point (β, s′) ∈ K(Γ2) such that (α, s) � (β, s′).

We are now ready to define Kemer polynomials for a T ∗2 -ideal Γ.
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Definition 22. Let (α, s) be a Kemer point of Γ. A ∗-polynomial f is said to be a Kemer ∗-polynomial
for the point (α, s) if f 6∈ Γ and it has at least µ-folds of alternating homogeneous sets (of degree i)
of cardinality αi (small sets), where i = 0, 1, and s homogeneous sets of disjoint variables V (of some
homogeneous degree) of cardinality αi + 1 (big sets). A ∗-polynomial f is Kemer for Γ if it is Kemer
for a Kemer point of Γ.

If we choose a Kemer point (α, s), then α is extremal. Because of this, we get the next result.

Remark 23. A ∗-polynomial f cannot be Kemer simultaneously for different Kemer points of Γ.

4.2. Decomposition in basic ∗-algebras.

In this section we shall introduce the so-called basic ∗-algebras and we shall prove that every finitely
generated ∗-algebra satisfying an ordinary non-trivial identity is T ∗2 -equivalent to the direct product
of a finite number of basic ∗-algebras.

First, let A be a finite dimensional ∗-algebra and consider its Wedderburn-Malcev decomposition:

A = B + J(A).

The semisimple part B is a ∗-algebra too and so we can consider its decomposition in symmetric and
skew spaces of homogeneous degree 0 and 1, respectively:

B = B0 ⊕B1 = B+
0 ⊕B

−
0 ⊕B

+
1 ⊕B

−
1 .

We use the following notation:

• d(Bi) = dimF Bi, i ∈ {0, 1},
• n(A) is the nilpotency index of J(A).

We write Par∗(A) to indicate the 3-tuple (d(B0), d(B1), n(A)− 1) ∈ N2 × N.

Proposition 24. If (α, s) = (α0, α1, s) is a Kemer point of A, then (α, s) � Par∗(A).

Proof. Suppose, by contradiction, that this does not happen. Hence, αi > d(Bi) for some i = 0, 1, or
αi = d(Bi) in any case and s > n(A)−1. We shall see that both these possibilities cannot occur. First
recall that, since (α, s) is a Kemer point of A, then there exist multilinear ∗-polynomials f which are
non-identities of A with arbitrary many alternating homogeneous sets of cardinality αi, i = 0, 1.

1. Suppose αi > d(Bi), for some i = 0, 1.
We have that in each such alternating set there must be at least one radical substitution in any
non-zero evaluation of a polynomial f . This implies that we cannot have more than n(A)− 1
alternating homogeneous sets of cardinality αj , contradicting our previous statement.

2. Suppose αi = d(Bi) in any case and s > n(A)− 1.
This means that we have s alternating sets (of a certain homogeneous degree) of cardinality
αi + 1 = d(Bi) + 1, for some i = 0, 1. Again this means that f will vanish if we evaluate any
of these sets by semisimple elements. It follows that in each one of these s sets at least one of
the evaluations is radical. Since s > n(A)− 1, the polynomial f vanishes on such evaluations
as well and hence it is a ∗-identity of A. We reach a contradiction in this case too.

The proof is complete. �

In order to establish a precise relation between Kemer points of a finite dimensional ∗-algebra A
and its structure we need to find appropriate finite dimensional algebras which will serve as minimal
models for a given Kemer point. We start with the decomposition of a finite dimensional ∗-algebra
into the product of subdirectly irreducible components.

Definition 25. A finite-dimensional ∗-algebra A is said to be subdirectly irreducible if there are no
non-trivial ∗-ideals I and J of A such that I ∩ J = (0).

Lemma 26. Let A be a finite dimensional ∗-algebra over F . Then A is T ∗2 -equivalent to a direct
product C1 × · · · × Cn of finite dimensional subdirectly irreducible ∗-algebras. Furthermore for every
i = 1, . . . , n, dimF (Ci) ≤ dimF (A) and the number of ∗-simple components in Ci is bounded by the
number of such components in A.
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Proof. If A is subdirectly irreducible there is nothing to prove. If A is not subdirectly irreducible, then
there exist non-trivial ∗-ideals I and J of A such that I ∩ J = (0). It is clear that A/I (and at the
same way A/J) is a ∗-algebra with superinvolution ∗̄ : A/I → A/I induced from the superinvolution
∗ of A by ∗̄(a + I) = a∗ + I, for any a ∈ A. Moreover, it is easy to prove that A is T ∗2 -equivalent to
A/I × A/J (notice that in the non-trivial inclusion is fundamental the fact that I ∩ J = (0)). This
completes the first part of the proof.

The second one follows by induction by taking into account the fact that dimF (A/I) and dimF (A/J)
are strictly smaller than dimF A. �

Definition 27. Let A be a finite-dimensional ∗-algebra and let f be a multilinear ∗-polynomial. We
say that A is full with respect to f , if there exists a non-vanishing evaluation of f such that every
∗-simple component is represented (among the semisimple substitutions).

A finite dimensional ∗-algebra A is full if it is full with respect to some multilinear ∗-polynomial f .

Remark 28. Let A be a ∗-algebra over a field F of characteristic zero and let F̄ be the algebraic
closure of F . Then Ā = A⊗F F̄ is a ∗-algebra with superinvolution (a⊗ α)∗̄ = a∗ ⊗ α. We have that

• dimF A = dimF̄ Ā,

• Id∗(A) = Id∗(Ā), viewed as ∗-algebras over F ,

• c∗n(A) = c∗n(Ā) (here Ā is viewed as a F̄ -algebra).

We wish to show that any finite dimensional algebra may be decomposed (up to T ∗2 -equivalence)
into the direct product of full algebras. Algebras without an identity element are treated separately.

Lemma 29. Let A be a ∗-algebra subdirectly irreducible and not full.

1. If A has an identity element then it is T ∗2 -equivalent to a direct product of finite-dimensional
∗-algebras, each having fewer ∗-simple components.

2. If A has no identity element then it is T ∗2 -equivalent to a direct product of finite-dimensional
∗-algebras, each having either fewer ∗-simple components than A or else it has an identity
element and the same number of ∗-simple components as A.

Proof. Suppose first that A has an identity element. By Theorem 8, A can be decomposed as

A = B + J ∼= A1 × · · · ×Aq + J

where J is the Jacobson radical of the algebra (a ∗-ideal) and A1, . . . , Aq are simple ∗-algebras. For
i = 1, . . . , q, let ei denote the identity element of Ai and consider the decomposition

A ∼=
q⊕

i,j=1

eiAej .

By assumption, whenever i1, . . . , iq are distinct, it follows that

ei1Aei2 · · · eiq−1Aeiq = ei1Jei2 · · · eiq−1Jeiq = 0.

Let us consider the commutative algebra R = F [λ1, . . . , λq]/I, where I is the ideal generated by
λ2
i − λi and λ1 · · ·λq. We denote by ẽi the image of λi in R. It is clear that ẽ2

i = ẽi and ẽ1 · · · ẽq = 0.
By Remark 28, we have the algebra A ⊗F R is a ∗-algebra with superinvolution ∗̄ induced via the
superinvolution ∗ defined on A. Let Ã be the ∗-subalgebra generated by all eiAej ⊗ ẽiẽj , for every
1 ≤ i, j ≤ q.

CLAIM: A ∼T ∗2 Ã.

Clearly Id∗(A) ⊆ Id∗(A⊗F R) ⊆ Id∗(Ã). Hence it suffices to prove that any non ∗-identity f of A is

also a non-identity of Ã. Clearly, we may assume that f is multilinear. Evaluating f on A it suffices to

consider maps of the form x±l 7→ vil,±l , where x ∈ {y, z} and il ∈ {0, 1} (symmetric or skew elements

of homogeneous degree 0 or 1) and vil,±l ∈ ejkAejk+1
, for some k. In order to have vi1,±1 · · · vin,±n 6= 0,

the set of indices {jk} must contain at most q − 1 distinct elements, so ej1 · · · ejn 6= 0. Then

f(vi1,±1 ⊗ ẽi1 , . . . , vin,±n ⊗ ẽin) = f(vi1,±1 , . . . , vin,±n )⊗ ẽi1 · · · ẽin 6= 0.

Hence f is not in Id∗(Ã) and the claim is proved.
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In order to complete the proof we need to show that Ã can be decomposed into a direct product of
∗-algebras, each having fewer ∗-simple components. Let Ij = 〈ej⊗ ẽj , e∗j ⊗ ẽj〉 be a ∗-ideal of Ã. Hence

q⋂
j=1

Ij = (1⊗ ẽ1 · · · 1⊗ ẽq)

 q⋂
j=1

Ij

 = (1⊗ ẽ1 · · · ẽq)

 q⋂
j=1

Ij

 = (0).

It follows that Ã is subdirectly reducible to the direct product of Ã/Ij . Furthermore, each component

Ã/Ij has less than q ∗-simple components since we eliminated the idempotent corresponding to the
j-th ∗-simple component. This completes the proof of the first part of the lemma.

Consider now the case in which the algebra A has no identity element. Let e0 = 1− (e1 + · · ·+ eq);
we consider the decomposition

A ∼=
q⊕

i,j=0

eiAej

and we carry on as in the first case but with q + 1 idempotents, variables, and so on. As above, A/Ij
will have less than q ∗-simple components if 1 ≤ j ≤ q whereas A/I0 will have an identity element
and exactly q ∗-simple components. The proof now is complete. �

By putting together Lemmas 26 and 29 we get the following result.

Corollary 30. Every finite dimensional ∗-algebra A is T ∗2 -equivalent to a direct product of full, sub-
directly irreducible finite dimensional ∗-algebras.

Remark 31. In the decomposition above, the nilpotency index of the components in the direct product
is bounded by the nilpotency index of A.

In the following definition we introduce the so-called minimal algebras.

Definition 32. We say that a finite dimensional ∗-algebra A is minimal if Par∗(A) is minimal (with
respect to the partial order defined before) among all finite dimensional ∗-algebras which are T ∗2 -
equivalent to A.

Definition 33. A finite dimensional ∗-algebra A is said to be basic if it is minimal, full and subdirectly
irreducible.

As a consequence of the results and definitions of this section we obtain the following theorem.

Theorem 34. Every finite dimensional ∗-algebra A is T ∗2 -equivalent to the direct product of a finite
number of basic ∗-algebras.

Combining this result with Theorem 11 we obtain the following corollary.

Corollary 35. Every finitely generated ∗-algebra W satisfying an ordinary non-trivial identity is
T ∗2 -equivalent to the direct product of a finite number of basic ∗-algebras.

4.3. Kemer’s lemmas.

The task in this section is to show that any basic ∗-algebra A has a Kemer set which consists of a
unique point (α, s) = Par∗(A). We start with some preliminaries in the framework of finite dimensional
simple ∗-algebras.

Let A = (aij) be an n× n matrix. For j = 2, . . . , n, the j-th hook of A is the set of elements:

{a1j , a2j , . . . , ajj , aj1, aj2, . . . , ajj−1}.
Remark 36. There exists a product of the matrix units eij, i, j ∈ {1, . . . , n}, with value e11.

Proof. Let us consider the matrix E = (eij) ∈Mn(F ) and let e1j , e2j , . . . , ejj , ej1, ej2, . . . , ejj−1 be the
elements in the j-th hook of E. We have

e1jej2e2jej3e3j · · · ejj−1ej−1jejjej1 = e11.

For any j = 2, . . . , n, we denote by Hj the previous product of matrix units. The proof now runs
because

e11H2H3 · · ·Hn = e11.

�
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Now let us consider the ∗-algebra Mk,k(F ) with the transpose superinvolution trp. Notice that:

(Mk,k(F ), trp)+
0 =

{(
X 0
0 Xt

)
|X ∈Mk(F )

}
,

(Mk,k(F ), trp)−0 =

{(
X 0
0 −Xt

)
|X ∈Mk(F )

}
,

(Mk,k(F ), trp)+
1 =

{(
0 Y
Z 0

)
|Y = −Y t, Z = Zt, Y, Z ∈Mk(F )

}
,

(Mk,k(F ), trp)−1 =

{(
0 Y
Z 0

)
|Y = Y t, Z = −Zt, Y, Z ∈Mk(F )

}
.

The following elements form a ∗-basis (basis as a vector space with homogeneous symmetric or skew
elements) of (Mk,k(F ), trp):

• {ei,j + ek+j,k+i}, i, j = 1, . . . , k.

• {ei,j − ek+j,k+i}, i, j = 1, . . . , k.

• {ei,k+j − ej,k+i, ek+i,j + ek+j,i, ek+l,l}, 1 ≤ i < j ≤ k and l = 1, . . . , k.

• {ei,k+j + ej,k+i, ek+i,j − ek+j,i, el,k+l}, 1 ≤ i < j ≤ k and l = 1, . . . , k.

Lemma 37. There exists a product of the above ∗-basis elements with value e11.

Proof. Let us consider the matrix units epq, p, q = 1, . . . , 2k. It is easy to see that in the above ∗-basis
there is at least one element in which epq appears with a plus, for any p, q ∈ {1, . . . , 2k}. When
there are two elements of this kind, we make the following choice: we fix the element of the ∗-basis
corresponding to epq to be that one in which in the second part of the element appears a minus. We
shall denote by ēpq the element of the ∗-basis corresponding to epq. For instance, e1,1 appears in the
∗-basis both in e1,1 + ek+1,k+1 and e1,1 − ek+1,k+1. Hence ē1,1 = e1,1 − ek+1,k+1. In this way we are
sure that ēk+1,k+1 = e1,1 + ek+1,k+1 (notice that ek+1,k+1 appears with a plus, as desired).

Now we construct the following 2k × 2k matrix E: in the entry (p, q) we put the element of the
∗-basis ēpq. As in Remark 36, we denote by Hj the product of the elements in the j-th hook of the
matrix E, j = 2, . . . , 2k. Moreover, in any element of the ∗-basis of the form eab ± ecd, we have a 6= c.
Hence, as desired, we get

(2) ē11H2 · · ·H2k = e11.

�

Let us consider the monomial M = w1 · · ·w4k2 , where each variable wi has a certain homogeneous
degree and it is symmetric or skew according to the corresponding element in the product in (2).

If we border each matrix ēi,j in the product (2) with idempotents ei,i and ej,j , then we can consider
the monomial obtained by M by bordering each variable with a variable of homogeneous degree 0:

M ′ = y1w1y2w2 · · · y4k2w4k2y4k2+1.

Clearly, the monomial M ′ has the property that there exists an evaluation ϕ such that ϕ(M ′) = e11.
Moreover, we have

(3) ej,j =


(ei,i + ek+i,k+i) + (ei,i − ek+i,k+i)

2
, if 1 ≤ i = j ≤ k,

(ei,i + ek+i,k+i)− (ei,i − ek+i,k+i)

2
, if j = k + i, 1 ≤ i ≤ k.

Thus we can write each bordering element ei,i in terms of the ∗-basis elements. In this way, we can
replace each variable yi in the monomial M ′ by (y+

i + y−i )/2 or (y+
i − y

−
i )/2 according to (3), where

y+
i is a symmetric variable of zero degree and y−i is a skew variable of degree 0. Denote by P this
∗-polynomial. Then we have the next result that is a consequence of Lemma 37.

Lemma 38. Consider the ∗-polynomial P =
y+1 ±y

−
1

2 w1
y+2 ±y

−
2

2 w2 · · ·
y+
4k2
±y−

4k2

2 w4k2
y+
4k2+1

±y−
4k2+1

2 defined
above. Then there exists an evaluation ϕ of P such that ϕ(P ) = e11.



∗-ALGEBRAS AND H-MODULE ALGEBRAS: SPECHT’S PROBLEM AND HILBERT SERIES 13

Now let us consider A = (Mk,2l(F ), osp) be the ∗-algebra of (k + 2l) × (k + 2l) matrices endowed
with the orthosymplectic superinvolution. Recall we have the following:

A+
0 =

{(
X 0
0 T

)
| X = Xt, T = −QT tQ, X ∈Mk(F ), T ∈M2l(F )

}
,

A−0 =

{(
X 0
0 T

)
|X = −Xt, T = QT tQ, X ∈Mk(F ), T ∈M2l(F )

}
,

A+
1 =

{(
0 ZtQ
Z 0

)
|Z is a 2l × k matrix

}
,

A−1 =

{(
0 −ZtQ
Z 0

)
|Z is a 2l × k matrix

}
.

It is easy to see that the following sets B+
0 ,B

−
0 ,B

+
1 ,B

−
1 form a ∗-basis of A+

0 , A
−
0 , A

+
1 , A

−
1 respectively:

B+
0 =


ei.i 1 ≤ i ≤ k,

ei,j + ej,i 1 ≤ i < j ≤ k,
ek+i,k+j + ek+l+j,k+l+i 1 ≤ i, j ≤ l,
ek+i,k+l+j − ek+j,k+l+i 1 ≤ i < j ≤ l,
ek+l+i,k+j − ek+l+j,k+i 1 ≤ i < j ≤ l

 B−0 =



ei,j − ej,i 1 ≤ i < j ≤ k,
ek+i,k+j − ek+l+j,k+l+i 1 ≤ i, j ≤ l,
ek+i,k+l+j + ek+j,k+l+i 1 ≤ i < j ≤ l,
ek+l+i,k+j + ek+l+j,k+i 1 ≤ i < j ≤ l,

ek+i,k+l+i 1 ≤ i ≤ l,
ek+l+i,k+i 1 ≤ i ≤ l


B+

1 =

{
ei,k+j − ek+l+j,i 1 ≤ i ≤ k, 1 ≤ j ≤ l,
ei,k+l+j + ek+j,i 1 ≤ i ≤ k, 1 ≤ j ≤ l

}
B−1 =

{
ei,k+j + ek+l+j,i 1 ≤ i ≤ k, 1 ≤ j ≤ l,
ei,k+l+j − ek+j,i 1 ≤ i ≤ k, 1 ≤ j ≤ l

}
.

With a similar construction to that of Lemma 37, it is not difficult to show that there exists a
product of the above ∗-basis elements with value e11. In this way, we get an analog of Lemma 38.

Lemma 39. Let (Mk,2l, osp) be the ∗-algebra of (k + 2l) × (k + 2l) matrices endowed with the or-
thosymplectic superinvolution. Then there exists an evaluation ϕ of the ∗-polynomial

P =
y+

1 ± y
−
1

2
w1
y+

2 ± y
−
2

2
w2 · · ·

y+
(k+2l)2

± y−
(k+2l)2

2
w(k+2l)2

y+
(k+2l)2+1

± y−
(k+2l)2+1

2

in a ∗-basis of (Mk2l, osp) such that ϕ(P ) = e11.

Now let us focus our attention on the ∗-algebra Mk,h(F )⊕Mk,h(F )sop endowed with the exchange
superinvolution. A ∗-basis of such an algebra is the following:

B = {(eij , eij), (eij ,−eij)}i,j=1,...,k+h.

We construct the following two matrices: A+ is the matrix having in the entry (i, j) the element
(eij , eij) whereas A− is the matrix having in the entry (i, j) the element (eij ,−eij). Now let H+

j (H−j ,

resp.) be the product of the elements in the j-th hook of the matrix A+ (A−, resp.). By taking into
account the multiplication rule in equation (1), we get

Q = (e11, e11)H+
2 · · ·H

+
k+h = (e11, 0) and Q′ = (e11,−e11)H−2 · · ·H

−
k+h = (e11, 0).

If we consider the same product Q′ but in the opposite direction, i.e. we start with the last element
and we finish with the first one of Q′ (we denote such a new product by Q∗), we get

Q∗ =

{
(0, e11) if k + h+ kh is even,

(0,−e11) if k + h+ kh is odd.

Lemma 40. Let us consider the monomials M = w1 · · ·w(k+h)2 and M∗ = u1 · · ·u(k+h)2, where
each variable wi and ui has a certain homogeneous degree and it is symmetric or skew according to
the corresponding element in the products Q and Q∗ above, respectively. Then we can consider the
monomials obtained by M and M∗, respectively, by bordering each variable with a symmetric even
variable:

M ′ = y+
1 w1y

+
2 w2 · · · y+

(k+h)2
w(k+h)2y

+
(k+h)2+1

and (M∗)′ = y+
1 u1y

+
2 u2 · · · y+

(k+h)2
u(k+h)2y

+
(k+h)2+1

.

Consider the evaluation ϕ of the ∗-polynomial f = M ′± (M∗)′ (+ if k+h+kh is even, − otherwise) :

1. each variable wi (ui, resp.) is evaluated in the corresponding element of Q (Q∗, resp.),

2. each variable y+
j , y+

j in the suitable idempotent element (elj lj , elj lj ) ∈Mk,h(F )⊕Mk,h(F )sop.
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We get that
ϕ(f) = (e11, e11).

Finally, let us focus our attention to the ∗-algebra Q(n) ⊕ Q(n)sop endowed with the exchange
superinvolution. A ∗-basis of such an algebra is the following:

B = {(eij , eij), (eij ,−eij), (ceij , ceij), (ceij ,−ceij)}i,j=1,...,n.

We construct the following four matrices: A+
0 is the matrix having in the entry (i, j) the element

(eij , eij), A
−
0 is the matrix having in the entry (i, j) the element (eij ,−eij), A+

c is the matrix having
in the entry (i, j) the element (ceij , ceij), A

−
c is the matrix having in the entry (i, j) the element

(ceij ,−ceij). Now, let H0,+
j , H0,−

j , Hc,+
j , Hc,−

j be the product of the elements in the j-th hook of the

matrices A+
0 , A−0 , A+

c and A−c , respectively. Consider the following products:

Q = (e11, e11)H0,+
2 · · ·H0,+

n (ce11, ce11)Hc,+
2 · · ·Hc,+

n ,

Q′ = (e11,−e11)H0,−
2 · · ·H0,−

n (ce11,−ce11)Hc,−
2 · · ·Hc,−

n .

Hence we have

Q = Q′ =

{
(e11, 0) if n is even,

(ce11, 0) if n is odd.

If we consider the same product Q′ but in the opposite direction, i.e., we start with the last element
and we finish with the first one of Q′ (we denote such a new product by Q∗), we get

Q∗ =

{
(0, e11) if n is even,

(0,−ce11) if n is odd.

Lemma 41. Let us consider the monomials M = w1 · · ·w2n2 and M∗ = u1 · · ·u2n2, where each
variable wi and ui has a certain homogeneous degree and it is symmetric or skew according to the cor-
responding element in the products Q and Q∗ above, respectively. Then we can consider the monomials
obtained by M and M∗, respectively, by bordering each variable with a symmetric even variable:

M ′ = y+
1 w1y

+
2 w2 · · · y+

2n2w2n2y+
2n2+1

, and (M∗)′ = y+
1 u1y

+
2 u2 · · · y+

2n2u2n2y+
2n2+1

.

Finally we construct the following ∗-polynomial f :

f =

{
M ′ + (M∗)′ if n is even,

M ′z+ − (M∗)′z+ if n is odd.

We consider the following evaluation ϕ:

1. each variable wi (ui, resp.) is evaluated in the corresponding element of Q (Q∗, resp.),

2. each variable y+
j is evaluated in the suitable idempotent element (elj lj , elj lj ) ∈ Q(n)⊕Q(n)sop,

3. the variable z+ is evaluated in the element (ce11, ce11).

We get that
ϕ(f) = (e11, e11).

Remark 42. In all the results above we have considered monomial or polynomial with value e11 or
(e11, e11). Of course it is possible to obtain the same result for any eii or (eii, eii).

The following result is the ∗-algebra version of Kemer’s First Lemma.

Lemma 43. Let A = B + J be a finite dimensional ∗-algebra, subdirectly irreducible and full with
respect to a polynomial f . Then for any integer ν there exists a non-identity f ′ of A in the T ∗2 -ideal
generated by f with ν-folds (d0, d1)-alternating, where di = dimBi for i ∈ {0, 1}.

Proof. Consider the Wedderburn-Malcev decomposition A = B+J = A1×· · ·×Aq+J , where the Ai’s
are ∗-simple algebras. Since A is full, there is a multilinear ∗-polynomial f(x±1 , . . . , x

±
q , w1, . . . , wp)

(where x ∈ {y, z} and w1, . . . , wp are variables disjoint from {x±1 , . . . , x±q }) which does not vanish under

an elementary evaluation of the form x±j = v
ij ,±
j ∈ Aj , j = 1, . . . , q, ij ∈ {0, 1}, and the variables wj ’s

get elementary values in A.
Now we consider the polynomial obtained from f by multiplying on the left each one of the variables

{x±1 , . . . , x±q } by symmetric variables of even degree y+
1 , . . . , y

+
q respectively. Clearly such a polynomial
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is a non-identity since the variables y+
j ’s may be evaluated on the identity elements 1Aj of Aj . By

Remark 10, we may write the identity element of Aj as 1Aj = e1,1+· · ·+enj ,nj or 1Aj = (e1,1, e1,1)+· · ·+
(enj ,nj , enj ,nj ). Applying linearity there exists a non-zero evaluation where the variables y+

1 , . . . , y
+
q

take values of the form eij ,ij or (eij ,ij , eij ,ij ), with 1 ≤ ij ≤ nj , j = 1, . . . , q.

Now we replace each variable y+
1 , . . . , y

+
q by ∗-polynomials Y1 . . . , Yq such that:

• Yj is ν-folds (dimF (Aj)0,dimF (Aj)1)-alternating, j = 1, . . . , q,

• Yj takes the value eij ,ij or (eij ,ij , eij ,ij ), j = 1, . . . , q.

In the construction of the ∗-polynomials Yj we have to consider 4 distinct cases.

Case 1.1: Aj ∼= Mk,k(F ) with the transpose superinvolution trp.
Fix 1 ≤ ij ≤ k + h and consider the ∗-polynomial P constructed in Lemma 38:

P =
y+

1 ± y
−
1

2
w1
y+

2 ± y
−
2

2
w2 · · ·

y+
4k2
± y−

4k2

2
w4k2

y+
4k2+1

± y−
4k2+1

2
.

We refer to the variables wi’s as designated variables. Next we consider the product of ν ∗-polynomials
P (with distinct variables). We denote the long ∗-polynomial obtained in this way by Pν . Finally,
we construct the ∗-polynomial Yj by alternating separately the variables of even/odd degree in each
set of designated variables wi of Pν . Clearly the ∗-polynomial Yj is ν-folds (dimF (Aj)0,dimF (Aj)1)-
alternating. We only need to show that Yν takes the value eij ,ij , so that it will be a non-identity of
Aj .

By Lemma 38 and Remark 42 there exists a suitable evaluation ϕ of P such that ϕ(P ) = eij ,ij . We
consider the following evaluation for Yj : for each polynomial P (with distinct variables) we consider
the corresponding evaluation ϕ giving out the value eij ,ij .

Notice that the monomials of Yj assuming a non-zero value under this evaluation are those cor-
responding to permutations that only transpose the variables corresponding to elements of type
ei1,j1 + ei2,j2 and ei1,j1 − ei2,j2 . Moreover, it is not difficult to see that each of these monomials
takes the value eij ,ij (considering it with the sign). In conclusion, the evaluation of Yj is a scalar
multiple of eij ,ij and since charF = 0 we are done.

Case 1.2: Aj ∼= Mk,h(F ) with the orthosymplectic superinvolution.
This case can be treated as the previous one. We just need to consider the ∗-polynomial

P =
y+

1 ± y
−
1

2
w1
y+

2 ± y
−
2

2
w2 · · ·

y+
(k+2l)2

± y−
(k+2l)2

2
w(k+2l)2

y+
(k+2l)2+1

± y−
(k+2l)2+1

2

constructed in Lemma 39 and then define the ∗-polynomial Yj as before. Such a polynomial is ν-folds
(dimF (Aj)0,dimF (Aj)1)-alternating and assume the value eij ,ij as desired.

Case 2: Aj ∼= Mk,h(F )⊕Mk,h(F )sop.
Fix 1 ≤ ij ≤ k + h and consider the ∗-polynomial f (remark it is not multilinear) constructed in

Lemma 40:

f = M ′ ±M ′∗ = y+
1 w1y

+
2 w2 · · · y+

(k+h)2
w(k+h)2y

+
(k+h)2+1

± y+
1 u1y

+
2 u2 · · · y+

(k+h)2
u(k+h)2y

+
(k+h)2+1

.

We consider the product of ν ∗-polynomials f (with distinct variables) and we denote the long ∗-
polynomial obtained in this way by Pν . Finally, we construct the ∗-polynomial Yj by alternating
separately the variables of even/odd degree in each set of designated variables wi of Pν . Clearly
the ∗-polynomial Yj is ν-folds (dimF (Aj)0,dimF (Aj)1)-alternating. We need to show that Yν is a
non-identity of Aj .

By Lemma 40 and Remark 42 there exists a suitable evaluation ϕ of f such that ϕ(f) = (eij ,ij , eij ,ij ).
Notice that the permutation that only transposes the variables corresponding to elements of the type
(ei1,j1 , ei2,j2) and (ei1,j1 ,−ei2,j2) does not vanish in the evaluation ϕ: in fact, the evaluations in this
kind of permutations are equal to (eij ,ij ,−eij ,ij ). Transpositions of other types vanish (in the above
evaluation) because the bordering elements are different. Therefore, the evaluation of a permutation
obtained from an even number of transpositions is equal to (eij ,ij , eij ,ij ) and the evaluation of a
permutation obtained from an odd number of transpositions is equal to (eij ,ij ,−eij ,ij ). In conclusion
the evaluation ϕ of Yj is a scalar multiple of (eij ,ij , eij ,ij )− (eij ,ij ,−eij ,ij ).

Case 3: Aj ∼= Q(n)⊕Q(n)sop.
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Fix 1 ≤ ij ≤ n and consider the ∗-polynomial f defined in Lemma 41. Notice that the polynomial
f is not multilinear. We consider the product of ν ∗-polynomials f (with distinct variables) and we
denote the long ∗-polynomial obtained in this way by Pν . Then we construct the ∗-polynomial Yj by
alternating separately the variables of even/odd degree in each set of designated variables wi of Pν .
Clearly the ∗-polynomial Yj is ν-folds (dimF (Aj)0, dimF (Aj)1)-alternating. We need to show Yν is a
non-identity of Aj .

By Lemma 41, there exists a suitable evaluation ϕ of f such that ϕ(f) = (eij ,ij , eij ,ij ). Notice that
the permutation that only transposes the variables corresponding to elements of the type (ei1,j1 , ei2,j2)
and (ei1,j1 ,−ei2,j2) or of the type (cei1,j1 , cei2,j2) and (cei1,j1 ,−cei2,j2) does not vanish in the evalua-
tion ϕ: in fact, the evaluations in this kind of permutations are equal to (eij ,ij ,−eij ,ij ). Moreover,
transpositions of other types vanish (in the above evaluation) because the bordering elements are
different. Therefore the evaluation of a permutation obtained from an even number of transposi-
tions is equal to (eij ,ij , eij ,ij ) and the evaluation of a permutation obtained from an odd number of
transpositions is equal to (eij ,ij ,−eij ,ij ). In this way the evaluation ϕ of Yj is a scalar multiple of
(eij ,ij , eij ,ij )− (eij ,ij ,−eij ,ij ).

In order to complete the proof we construct a ∗-polynomial f ′ by alternating the (symmetric/skew
of a certain homogeneous degree) sets which come from different Yj ’s. Clearly f ′ /∈ Id∗(A) and f ′ has
ν-folds (d0, d1)-alternating as desired and the proof follows. �

Proposition 44. Let A be a finite dimensional ∗-algebra, full and subdirectly irreducible. Then there
is an extremal point α in E0(A) with α = (d(A)0), d(A)1). In particular, this extremal point is unique.

Proof. The existence follows immediately by Lemma 43. The uniqueness is a consequence of Propo-
sition 11. �

The last goal of this section is to give the analog of Kemer’s Lemma 2 in the setting of ∗-algebras.
In order to reach this goal we need some definitions and preliminary results. Recall that, if A is a
∗-algebra, then by using the Wedderburn-Malcev decomposition, we can write A = B + J , where B
is the semisimple part and J is the Jacobson radical of A, which is a nilpotent ∗-ideal (n(A) is its
nilpotency index).

Lemma 45. If (α, s) is a Kemer point of a finite dimensional ∗-algebra A, then s ≤ n(A)− 1.

Proof. By the definition of the parameter s we know that for arbitrary large ν there exist multilinear
∗-polynomials, not in Id∗(A), being ν-folds alternating on homogeneous (small) sets of cardinality
d(A)i and s (big) sets of cardinality d(A)i + 1, for each i ∈ {0, 1}. It follows that an alternating
homogeneous set of cardinality d(A)i + 1 in a non-identity polynomial must have at least one radical
evaluation. Consequently we cannot have more than n(A) − 1 of such alternating sets and we are
done. �

The next construction (see [36, Example 4.50]) will enable us to take some “control” on the nilpo-
tency index of the radical of a finite dimensional ∗-algebra.

Let B = B̄ + J be any finite-dimensional ∗-algebra and let B′ = B̄ · F 〈X, ∗〉 be the ∗-algebra of

∗-polynomials in the variables X = {x†1i1 , . . . , x
†m
im
} with coefficients in B̄, the semisimple component of

B, where ij ∈ {0, 1} and †j ∈ {+,−}, for j = 1, . . . ,m. The number of homogeneous symmetric (skew)
variables that we take is at least the dimension of the homogeneous symmetric (skew) component of
J(B). The superinvolution in B′ is induced by

(b · x)∗ = (−1)|b||x|x∗b∗,

where b ∈ B̄ and x is a variable in X. Observe that any element of B′ is represented by a sum of
elements of the form b1f1b2f2 · · · bkfkbk+1, where b1, . . . , bk+1 ∈ B̄ and f1, . . . , fk ∈ F 〈X, ∗〉.

Let I1 be the ∗-ideal of B′ generated by all the evaluations of the ∗-polynomials of Id∗(B) on B′ and

let I2 be the ∗-ideal of B′ generated by the variables {x†jij }
m
j=1. For any u > 1, define B̂u = B′/(I1+Iu2 ).

Proposition 46. The following sentences hold:

(1) Id∗(B̂u) = Id∗(B), whenever u ≥ n(B) (the nilpotency index of B). In particular B̂u and B
have the same Kemer points.

(2) B̂u is finite dimensional.
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(3) The nilpotency index of B̂u is u.

Proof. (1) By definition of B̂u, Id∗(B̂u) ⊇ Id∗(B). On the other hand, by the fact that the number
of symmetric (skew) homogeneous variables that we take is at least the dimension of the symmetric
(skew) homogeneous component of J(B), we can construct a surjective map φ : B′ → B such that the

variables {x†jij } are mapped onto a spanning set of J(B) and B̄ is mapped isomorphically. Indeed,

φ(b·1X) = b, where 1X represents the empty word in F 〈X, ∗〉 and b ∈ B̄. This map is a homomorphism
of superalgebras with superinvolution. The ∗-ideal I1 consists of all evaluations of Id∗(B) on B′

and hence is contained in ker(φ). Also the ∗-ideal Iu2 is contained in Ker(φ) since u ≥ n(B) and

φ(x
†j
ij

) ∈ J(B). By the universal property, there exists a surjective homomorphism of superalgebras

with superinvolution B̂u → B. Hence, Id∗(B̂u) ⊆ Id∗(B) and we are done.

(2) Notice that any element in B̂u is represented by a sum of elements of the form b1w1b2w2 · · · blwlbl+1,

where l < u, bk ∈ B̄ and wk ∈ {x
†j
ij
} for k = 1, . . . , l. Then B̂u is of course finite dimensional.

(3) Notice that I2 generates a radical ideal in B̂u and since B′/I2
∼= B̄ we have that

B̂u/I2
∼= B′/(I1 + Iu2 + I2) = B′/(I1 + I2) ∼= (B′/I2)/I1

∼= B̄/I1 = B̄.

We see that I2 generates the radical of B̂u and therefore its nilpotency index is bounded by u. �

Definition 47. Let f be a multilinear ∗-polynomial which is not in Id∗(A). We say that f has the
property K if f vanishes on every evaluation with less than n(A)−1 radical substitutions. We say that
a finite-dimensional ∗-algebra A has the property K if it satisfies the property with respect to some
multilinear ∗-polynomial which is a non-identity of A.

Proposition 48. Let A be a finite dimensional ∗-algebra which is minimal (in the sense of Definition
32). Then A has the property K.

Proof. Assume A has not the property K. This means that any multilinear ∗-polynomial which
vanishes on less than n(A) − 1 radical evaluations is in Id∗(A). Consider the algebra Âu (from

the proposition above). We claim that, for u = n(A) − 1, Âu is T ∗2 -equivalent to A. Once this is

accomplished, we would have that the nilpotency index of Âu is n(A) − 1, a contradiction to the
minimality of A.

By construction we have Id∗(A) ⊆ Id∗(Âu). For the converse take a ∗-polynomial f which is

not in Id∗(A). Then by assumption, there is a non-zero evaluation f̃ of f on A with less than
n(A)−1 radical substitutions (say k). Following this evaluation we refer to the variables of f that get
semisimple (radical) values as semisimple (radical) variables, respectively. Let X = {xi1 , . . . , xim} be

a set of variables. Consider the evaluation f̂ of f on A′ = Ā · F 〈X, ∗〉, where semisimple variables are

evaluated as in f̃ whereas the radical variables are evaluated on {xij}, respecting the surjective map

φ : A′ → A. Our aim is to show that f̃ /∈ I1 + Iu2 because, in this case, we would have f /∈ Id∗(Âu)
and this will complete the proof.

To show f̃ /∈ I1 + Iu2 , notice that f is not in I1 by definition. Moreover, an element of A′ is in I1

if and only if each one of its multihomogeneous components in the variables {xij} is in I1. But by

construction f̃ is multihomogeneous of degree k < n(A)−1 in the variables {xij} whereas any element
of Iu2 ⊆ A′ is the sum of multihomogeneous elements of degree ≥ n(A) − 1. We therefore have that

f̃ ∈ I1 + Iu2 if and only if f̃ ∈ I1 and we are done. �

Let A be a basic ∗-algebra. By Proposition 48 we have A satisfies the property K with respect to a
non-identity f . Moreover, we have A is full with respect to a non-identity h. Our goal now is showing
A is full and has property K with respect to the same ∗-polynomial.

Now we give the definition of Phoenix property.

Definition 49. Let Γ be a T ∗2 -ideal. Let P be any property which may be satisfied by ∗-polynomials
(e.g. being Kemer). We say that P is Γ-Phoenix (or in short Phoenix) if given a polynomial f having
P which is not in Γ and any f ′ ∈ 〈f〉T ∗2 , the T ∗2 -ideal generated by f , which is not in Γ as well, there

exists a polynomial f ′′ ∈ 〈f ′〉T ∗2 which is not in Γ and satisfies P .

We say that P is strictly Phoenix if f ′ itself satisfies P .

The next lemma shows that property K and the property of being full are “preserved” in a T ∗2 -ideal.
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Lemma 50. Let A be a finite dimensional ∗-algebra over F .

(1) The property of a non-identity of A of being ν-folds alternating on homogeneous sets of cardi-
nality d(A)i, i = 0, 1, is Phoenix.

(2) Property K is strictly Phoenix.

Proof. (1) Let f be a non-identity which is ν-fold alternating on homogeneous sets of cardinality d(A)i,
i ∈ {0, 1} (in particular A is full with respect to f). We want to show that if f ′ ∈ 〈f〉 is a non-identity
in the T ∗2 -ideal generated by f , then there exists a non-identity f ′′ ∈ 〈f ′〉 which is ν-fold alternating
on homogeneous sets of cardinality d(A)i. In view of Lemma 43, it is sufficient to show that A is full
with respect to f ′. Remark that, for each i ∈ {0, 1}, in at least one alternating set Si, the evaluations
of the corresponding variables must consist of semisimple elements of A in any non-zero evaluation
of the ∗-polynomial. This is clear if f ′ is in the ideal (rather than in the T ∗2 -ideal) generated by f .
Therefore, we assume that f ′ is obtained from f by substituting variables xi’s by monomials Zi’s.
Clearly, if one of the evaluations in any of the variables of Zi is radical, then the value of Zi is radical.
Hence in any non-zero evaluation of f ′ there is an alternating set ∆i of cardinality d(A)i in f such that
the variables in monomials of f ′ (corresponding to the variables in ∆i) assume only semisimple values.
Furthermore, each ∗-simple component must be represented in these evaluations: in fact, otherwise we
would have a ∗-simple component not represented in the evaluations of the ∆i’s and this is impossible.
In conclusion we get that A is full with respect to f ′.

(2) If f ′ ∈ 〈f〉 is a non-identity and has less than n(A) − 1 radical evaluations, then the same is
true for f and hence f ′ vanishes. �

Finally, the following lemma can be proved following word by word the proof of [4, Proposition 6.6].

Lemma 51. Let A be a finite-dimensional ∗-algebra, which is full, subdirectly irreducible and satisfying
the property K. Let f be a non-identity which is ν-folds alternating on homogeneous sets of cardinality
d(A)i, i ∈ {0, 1} and let h be a ∗-polynomial with respect to which A has the property K. Then there

is a non-identity in 〈f〉 ∩ 〈h〉. Consequently there exists a non-identity f̂ which is ν-folds alternating
on homogeneous sets of cardinality d(A)i, i = 0, 1, and with respect to which A has the property K.

We are in a position to prove the ∗-algebra version of Kemer’s Lemma 2.

Lemma 52. Let A = B + J be a finite dimensional basic ∗-algebra. Then for any integer ν there
exists a multilinear non-identity f such which is ν-folds alternating on homogeneous sets of cardinality
d(Bi) = dimF (Bi), i = 0, 1, and n(A)−1 sets of homogeneous variables of cardinality d(Bi)+1, i = 0, 1.

Proof. By Lemma 51, there exists a multilinear non-identity f with respect to which A is full and has
property K. Let us fix a non-zero evaluation xi 7→ x̂i realizing the “full” property. Notice that by
Lemma 45, f cannot have more than n(A)− 1 radical evaluations, and by property K, f cannot have
less than n(A) − 1 radical evaluation. Thus, f has precisely n(A) − 1 radical substitutions whereas
the remaining variables only take semisimple values. Let us denote by w1, . . . , wn(A)−1 the variables
taking radical values (in the evaluation above) and by ŵ1, . . . , ŵn(A)−1 their corresponding values.

Suppose further B ∼= A1 × · · · ×Aq (Ai are ∗-simple algebras). We will consider four distinct cases
corresponding to whether q = 1 or q > 1 and whether A has or does not have an identity element.

Case 1: A has an identity element and q > 1.
Choose a monomial M in f which does not vanish upon the evaluation above. By multilinearity

of f , the monomial M is full (i.e. visits every ∗-simple component of A). Notice that the variables
of M which get semisimple evaluations from different ∗-simple components must be separated by
radical variables. Next, we may assume that the evaluation of any radical variable wi is of the form
1Aj(i)ŵi1Aj̃(i) , i = 1, . . . , n(A) − 1, where 1Aj is the identity element of the ∗-simple component Aj .

Notice that the evaluation remains full.
Consider the radical evaluations which are bordered by pairs of elements (1Aj(i) , 1Aj̃(i)), where

j(i) 6= j̃(i) (i.e. they belong to different ∗-simple components). Then, since M is full, every ∗-simple
component is represented by one of the elements in those pairs.

For t = 1, . . . , q, we fix a variable wrt whose radical value is 1Aj(rt)ŵrt1Aj̃(rt)
, where

(1) j(rt) 6= j̃(rt) (i.e. different ∗-simple components),

(2) one of the elements 1Aj(rt) , 1Aj̃(rt)
is the identity element of At.
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We replace now the variables wrt , t = 1, . . . , q, by the product yrtwrt or wrt ỹrt (according to the
position of the bordering), where the variables yrt ’s and ỹrt ’s are symmetric variables of even degree.
Clearly, by evaluating the variable yrt by 1Aj(rt) (or the variable ỹrt by 1Aj̃(rt)

) the value of the ∗-
polynomial remains the same and we obtain a non-identity.

Remember that by Remark 10, we may write the identity element of Aj as 1Aj = ej1,1 + · · ·+ ejnj ,nj
or 1Aj = (e1,1, e1,1)j + · · · + (enj ,nj , enj ,nj )

j . Thus applying linearity, each ŵi may be bordered by

elements of the form e
j(i)
kj(i),kj(i)

or (ekj(i),kj(i) , ekj(i),kj(i))
j(i) with 1 ≤ kj(i) ≤ nj(i). As in the proof of

Lemma 43 we can insert in the yrt ’s suitable ∗-polynomials and obtain a ∗-polynomial which is ν-folds
alternating on homogeneous sets of cardinality dimF (Bi), i ∈ {0, 1}.

Consider the variables with radical evaluations which are bordered by variables with evaluations
from different ∗-simple components (these include the variables which are bordered by the yrt). Let
χi be such a variable of a certain homogeneous degree (according to i ∈ {0, 1}). We attach it to a
(small) alternating homogeneous set Si (according with i). We claim that if we alternate this set
(of cardinality d(A)i + 1) we obtain a non-identity. Indeed, any non-trivial permutation of χi with
one of the variables of Si, keeping the evaluation above, will yield a zero value since the idempotents
values in the framed variables of each variable of Si belong to the same ∗-simple component whereas
the pair of idempotents 1Aj(χ)χ̂i1Aj̃(χ) belong to different ∗-simple components. At this point we have

constructed the desired number of small sets and some of the big sets.
Finally we need to attach the radical variables wi whose evaluation is 1Aj(i)ŵi1Aj̃(i) where j(i) = j̃(i)

(i.e. the same ∗-simple component) to some small set Si. We claim that if we alternate this set (of
cardinality d(Ai) + 1) we obtain a non-identity. Indeed, any non-trivial permutation represents an
evaluation with fewer radical evaluations in the original polynomial which must vanish by property
K. This completes the proof in this case.

Case 2: A has an identity element and q = 1.
We start with a non-identity f which satisfies propertyK. Clearly we may multiply f by a symmetric

homogeneous variable x+
0 of even degree and get a non-identity (since x+

0 may be evaluated by 1).
Again by Lemma 43 we may replace x+

0 by a polynomial h which is ν-folds alternating on homogeneous
sets of cardinality d(Ai). Consider the polynomial hf . We attach the radical variables of f to some
of the small sets in h. Any non-trivial permutation vanishes because f satisfies property K. This
completes the proof in this case.

Case 3: A has no identity element and q > 1.
Let e0 = 1−1A1−1A2−· · ·−1Aq and include e0 to the set of elements which border the radical values

ŵj . A similar argument shows that also here every ∗-simple component (A1, . . . , Aq) is represented in
one of the bordering pairs (1Aj(i) , 1Aj̃(i)) where the pairs are different (the point is that one of these

pairs may be e0). Now we complete the proof exactly as in Case 1.

Case 4: A has no identity element and q = 1.
For simplicity we write e1 = 1A1 and e0 = 1−e1. Let f(xi1 , . . . , xin) be a non-identity of A satisfying

property K and let f(x̂i1 , . . . , x̂in) be a non-zero evaluation for which A is full. If e1f(x̂i1 , . . . , x̂in) 6= 0
or f(x̂i1 , . . . , x̂in)e1 6= 0, we proceed as in Case 2. To treat the remaining case we may assume that

e0f(x̂i1 , . . . , x̂in)e0 6= 0.

By linearity, each one of the radical values ŵ may be bordered by one of the pairs {(e0, e0), (e0, e1),
(e1, e0), (e1, e1)}. Hence, if we replace the evaluation ŵ of w by the corresponding element eiŵej ,
i, j = 0, 1, we get a non-zero value.

Now, if one of the radical values (say ŵ0) in f(x̂i1 , . . . , x̂in) allows a bordering by the pair (e0, e1)
(and remains non-zero), then replacing w0 by w0y yields a non-identity (since we may evaluate y by e1).
Invoking Lemma 43, we may replace the variable y by a polynomial h with ν-folds alternating (small)
homogeneous sets of variables of cardinality dimF (B)i = dimF (A1)i for every i ∈ {0, 1}. Then we
attach the radical variable w0 to a suitable small set. Clearly, the value of any non-trivial permutation
of w0 with any element of the small set is zero since the borderings are different. Similarly, attaching
radical variables w whose radical value is eiŵej where i 6= j, to small sets yields zero for any non-trivial
permutation and hence the value of the polynomial remains non-zero. The remaining possible values
of radical variables are either e0ŵe0 or e1ŵe1. Notice that since semisimple values can be bordered
only by the pair (e1, e1), any alternation of the radical variables whose radical value is e0ŵe0 with
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elements of a small set vanishes and again the value of the polynomial remains unchanged. Finally (in
order to complete this case, namely where the radical variable w0 is bordered by the pair (e0, e1)) we
attach the remaining radical variables (whose values are bordered by (e1, e1)) to suitable small sets in
h. Here, the value of any non-trivial permutation of w0 with elements of the small set is zero because
of property K (as in Case 1). This settles this case. Obviously, the same holds if the bordering pair
of ŵ0 above is (e1, e0).

The outcome is that we may assume that all radical values may be bordered by either (e0, e0) or
(e1, e1). Under this assumption, notice that all pairs that border radical values are equal, that is are
all (e0, e0) or all (e1, e1). Indeed, if we have of both kinds, we must have a radical value which is
bordered by a mixed pair since the semisimple variables can be bordered only by the pair (e1, e1) (and
in particular they cannot be bordered by mixed pairs). This of course contradicts our assumption.

A similar argument shows that we cannot have radical variables w with values e0ŵe0 since semisim-
ple values can be bordered only by (e1, e1) and this will force the existence of a radical value bordered
by mixed idempotents.

The remaining case is the case where all values (radical and semisimple) are bordered by the pair
(e1, e1) and this contradicts the assumption e0f(x̂i1 , . . . , x̂in)e0 6= 0. This completes the proof of the
lemma. �

Remark 53. Any non-zero evaluation of such f must consist only of semisimple evaluations in the
ν-folds and each one of the big sets must have exactly one radical evaluation.

Corollary 54. If A is a finite dimensional basic ∗-algebra, then its Kemer set consists of precisely
one point (α, s) = Par∗(A).

4.4. Specht’s problem for finitely generated ∗-algebras.

Let W be a finitely generated ∗-algebra over F satisfying an ordinary non-trivial identity. The goal
of this section is to find a finite generating set for the T ∗2 -ideal Id∗(W ). By Theorem 11, there exists
a field extension F̄ of F and a finite dimensional ∗-algebra A such that

Id∗(W ) = Id∗(A).

Let m = dimF̄ A. Then clearly W satisfies the (ordinary) Capelli identity cm+1 on 2(m+1) variables,
or equivalently, the finite set of ∗-identities cm+1,i which follow from cm+1 by setting its variables to
be of homogeneous degree 0 or 1.

Now, observe that any T ∗2 -ideal of ∗-identities is generated by at most a countable number of ∗-
identities (indeed, for each n the space of multilinear ∗-identities of degree n is finite dimensional).
Hence we may take a sequence of ∗-identities f1, . . . , fn, . . ., which generate Id∗(W ).

Let Γ1 be the T ∗2 -ideal generated by the polynomials cm+1,i∪{f1}, . . ., Γn be the T ∗2 -ideal generated
by the polynomials cm+1,i ∪ {f1, . . . , fn}, and so on. Clearly, since the set cm+1,i is finite, in order
to prove the finite generation of Id∗(W ), it is sufficient to show that the ascending chain of graded
T ∗2 -ideals Γ1 ⊆ · · · ⊆ Γn ⊆ · · · stabilizes.

Now, for each n, the T ∗2 -ideal Γn corresponds to a finitely generated ∗-algebra (see [27, Theorem 5.2]).
Hence, invoking Theorem 11, we may replace each Γn by Id∗(An), where An is a finite dimensional
∗-algebra over a suitable field extension Kn of F . Clearly, extending the coefficients to a sufficiently
large field K, we may assume that all algebras An are finite dimensional over an algebraically closed
field K.

Our goal is to show that the sequence Id∗(A1) ⊆ · · · ⊆ Id∗(An) ⊆ · · · stabilizes in F 〈Y ∪ Z, ∗〉 or
equivalently in K〈Y ∪ Z, ∗〉.

Consider the Kemer sets of the algebras An, n ≥ 1. Since the sequence of ideals is increasing, the
corresponding Kemer sets are monotonically decreasing (recall that this means that for any Kemer
point (α, s) of Ai+1 there is a Kemer point (α′, s′) of Ai with (α, s) � (α′, s′)). Furthermore, since these
sets are finite, there is a subsequence

{
Aij
}

whose Kemer points (denoted by E) coincide. Clearly it

is sufficient to show that the subsequence
{

Id∗(Aij )
}

stabilizes and so, in order to simplify notation,
we replace our original sequence {Id∗(Ai)} by the subsequence.

Choose a Kemer point (α, s) in E. By Theorem 34, for any i, we may replace the algebra Ai by a
direct product of basic algebras

A′i,1 × · · · ×A′i,ui × Âi,1 × · · · × Âi,ri ,
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where the A′i,j ’s correspond to the Kemer point (α, s) and the Âi,l’s have Kemer index 6= (α, s) (notice

that their index may or may not be in E).
Let A be a basic ∗-algebra corresponding to the Kemer point (α, s). Let A = B + J(A) be the

Wedderburn-Malcev decomposition of A into the semisimple and radical components. As shown in
Section 4.3, we have that αi = dim(Bi), for every i = 0, 1. Hence, in particular, the dimension of B is
determined by α.

By considering the ∗-algebras presented in Theorem 9, the following result is obvious.

Proposition 55. The number of isomorphism classes of semisimple ∗-algebras of a given dimension
is finite.

Immediately, we get the following corollary.

Corollary 56. The number of structures on the semisimple components of all basic ∗-algebras which
correspond to the Kemer point (α, s) is finite.

It follows that by passing to a subsequence {is} we may assume that all basic algebras that appear
in the decompositions above and correspond to the Kemer point (α, s) have ∗-isomorphic semisimple
components (which we denote by C) and have the same nilpotency index s.

Let now consider the ∗-algebras

Ĉi =
C ∗K〈X̄〉
Ii + J

,

where

• X̄ is a set of ∗-variables of cardinality 4(s− 1),

• C ∗K〈X̄〉 is the algebra of ∗-polynomials in the variables of X̄ and coefficients in C,

• Ii is the ideal generated by all evaluations of Id∗(Ai) on C ∗K〈X̄〉,
• J is the ideal generated by all words in C ∗K〈X̄〉 with s variables from X̄.

Proposition 57. The following facts hold:

1. The ideal generated by variables from X̄ is nilpotent.

2. For any i, the algebra Ĉi is finite dimensional.

3. For any i, Id∗(Ai) = Id∗(Ĉi × Âi,1 × · · · × Âi,ri).
Proof. (1) By definition of J , the number of variables appearing in a non-zero monomial of the ∗-
algebra Ĉi is bounded by s− 1, then such an ideal is nilpotent.

(2) Consider a typical non-zero monomial of the ∗-algebra Ĉi. It has the form

at1xt1at2xt2 · · · atrxtratr+a .
Since the set of variables X̄ is finite and the index r is bounded by s − 1, we have that the number
of different configurations of these monomials is finite. Between these variables we have the elements
atj , j = 1, . . . , r+ 1, which are taken from the finite-dimensional ∗-algebra C. Therefore the ∗-algebra

Ĉi is finite-dimensional.
(3) Since Id∗(A′i,1×· · ·×A′i,ui×Âi,1×· · ·×Âi,ri) = Id∗(Ai), then Id∗(Âi,j) ⊇ Id∗(Ai) for j = 1, . . . , ri.

Also, from the definition of Ii we have that Id∗(Ĉi) ⊇ Id∗(Ai) and so Id∗(Ĉi×Âi,1×· · ·×Âi,ri) ⊇ Id∗(Ai).

On the other hand, first let us show that Id∗(Ĉi) ⊆ Id∗(A′i,j) for every j = 1, . . . , ui. This implies that

Id∗(Ĉi) ⊆ Id∗(A′i,1 × · · · × A′i,ui) and therefore Id∗(Ĉi × Âi,1 × · · · × Âi,ri) ⊆ Id∗(A′i,1 × · · · × A′i,ui ×
Âi,1 × · · · × Âi,ri) = Id∗(Ai).

To see Id∗(Ĉi) ⊆ Id∗(A′i,j) let us take a multilinear ∗-polynomial f = f(xi1 , . . . , xit) which is a

non-identity of A′i,j and show that f is in fact a non-identity of Ĉi (the variables xij are homogeneous

of degree zero or one). Fix a non-vanishing evaluation of f in A′i,j where xj1 = d1, . . . , xjk = dk
(k ≤ s − 1) are the variables with the corresponding radical evaluations and xq1 = c1, . . . , xql = cl
are the other variables with their semisimple evaluations. Consider the following homomorphism of
∗-algebras

φ : C ∗K〈X̄〉 → A′i,j

where C is mapped isomorphically and a subset of k variables {x̄1, . . . , x̄k} of X̄ (with appropriate
Z2-grading) are mapped onto the set {d1, . . . , dk}. The other variables from X̄ are mapped to zero.
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Notice that (Ii + J) ⊆ Ker(φ) and hence we obtain a homomorphism of ∗-algebras φ̄ : Ĉi → A′i,j .

By construction, the evaluation of the ∗-polynomial f(xi1 , . . . , xit) on Ĉi, where xq1 = c1, . . . , xql = cl
and xj1 = x̄1, . . . , xjk = x̄k, is non-zero and the result follows. �

The following lemma shows how to replace (for a subsequence of indices ik) the direct product of
the basic algebras corresponding to the Kemer point (α, s), A′i,1 × · · ·A′i,ui , by a certain ∗-algebra U
such that, for all i:

Id∗(Ai) = Id∗(U × Âi,1 × · · · × Âi,ri).
Lemma 58. We may replace the algebra A′i,1 × · · ·A′i,ui by a certain ∗-algebra U as above.

Proof. At light of the Proposition 57 we are in the following situation. We have a sequence of T ∗2 -ideals

Id∗(Ĉ1×Â1,1×· · ·×Â1,r1) ⊆ · · · ⊆ Id∗(Ĉi×Âi,1×· · ·×Âi,ri) ⊆ Id∗(Ĉi+1×Âi+1,1×· · ·× ̂Ai+1,ri+1) ⊆ · · · .
In order to complete the construction of the algebra U we will show that in fact that, by passing to

a subsequence, all Ĉi are ∗-isomorphic. Indeed, since Id∗(Ai) ⊆ Id∗(Ai+1), we have a surjective map

ϕ from Ĉi to Ĉi+1. Since the ∗-algebras Ĉi’s are finite dimensional the result follows. �

At light of Lemma 58, we can continue as follows. Replace the sequence of indices {i} by the sub-
sequence {ik}. Clearly, it is sufficient to show that the subsequence of T ∗2 -ideals {Id∗(Aik)} stabilizes.

Let I be the T ∗2 -ideal generated by Kemer polynomials of U which correspond to the Kemer point

(α, s). Notice that the polynomials in I are identities of the basic algebras Âi,l’s. It follows that the
Kemer sets of the T ∗2 -ideals {(Id∗(Ai) + I)} do not contain the point (α, s) and so they are strictly
smaller. By induction we obtain that the following sequence of T ∗2 -ideals stabilizes:

(Id∗(A1) + I) ⊆ (Id∗(A2) + I) ⊆ · · · .
For any i, we have that:

1. Id∗(Ai) = Id∗(U × Âi,1 × · · · × Âi,ri).
2. I ⊆ Id∗(Âi,1 × · · · × Âi,ri).

It follows that, for any i, j,
I ∩ Id∗(Ai) = I ∩ Id∗(Aj).

Combining the last statements we get the following main result.

Theorem 59. Let W be a finitely generated ∗-algebra. Then Id∗(W ) is finitely generated, as a T ∗2 -
ideal.

5. Rationality of the Hilbert series of relatively free ∗-algebras

Let F 〈Y ∪ Z, ∗〉 be the free ∗-algebra on the set of countable variables y+
1 , y

−
1 , z

+
1 , z

−
1 , y

+
2 , y

−
2 , z

+
2 ,

z−2 , . . .. In what follows we shall denote by F̄ 〈Y ∪Z, ∗〉 the free ∗-algebra on the set of finite variables
Y = {y+

1 , . . . , y
+
p , y

−
1 , . . . , y

−
q } and Z = {z+

1 , . . . , z
+
r , z

−
1 , . . . , z

−
s }. Consider a T ∗2 -ideal I in F̄ 〈Y ∪Z, ∗〉

containing at least an ordinary non-trivial identity and let F̄ 〈Y ∪Z, ∗〉/I be the corresponding relatively
free ∗-algebra.

Remark 60. Since Id∗(F̄ 〈Y ∪ Z, ∗〉/I) = I, the relatively free ∗-algebra F̄ 〈Y ∪ Z, ∗〉/I is PI, i.e. it
contains an ordinary non-trivial identity.

Let Ωn be the (finite) set of monomials of degree n in the variables of Y ∪ Z and let cn be the
dimension of the F -subspace of F̄ 〈Y ∪ Z, ∗〉/I spanned by the monomials of Ωn.

Definition 61. The Hilbert series of F̄ 〈Y ∪ Z, ∗〉/I is given by

(4) Hilb(F̄ 〈Y ∪ Z, ∗〉/I, t) =
∑
n

cnt
n.

The purpose of this section is to prove that the Hilbert series of F̄ 〈Y ∪Z, ∗〉/I is a rational function.
For the reader’s convenience, we start by recalling some well-known facts of classical PI-theory.

Definition 62. Let W be an affine PI-algebra over F and let a1, . . . as be a set of generators of W .
For a fixed positive integer m, consider B to be the (finite) set of all words in a1, . . . as of length ≤ m.
We say that W has a Shirshov base of length m and of height h if W is spanned (over F ) by elements

of the form bk11 · · · b
kl
l , where bi ∈ B and l ≤ h.
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Moreover, we say that the set B is an essential Shirshov base of W (of length m and of height h)

if there exists a finite set D such that the elements of the form di1b
k1
i1
di2 · · · dilb

kl
il
dil+1

span W , where
dij ∈ D, bij ∈ B and l ≤ h.

Theorem 63. Let W be an affine PI-algebra over F satisfying a multilinear identity of degree m.
Then W has a Shirshov base of length m and of height h, where h depends only on m and on the
number of generators of W .

The following result is given in [4, Theorem 7.9].

Theorem 64. Let C be a commutative algebra over F and let A = C 〈a1, . . . as〉 be an affine algebra
over C. If A has an essential Shirshov base whose elements are integral over C, then A is a finite
module over C.

In [36, Proposition 9.33], the authors proved the following proposition.

Proposition 65. Any finitely generated module M over a commutative affine algebra A has a rational
Hilbert series.

Finally we recall the following result given in [36, Theorem J].

Theorem 66. Let A ⊂ Mn(F ) be an algebra and let V be a d-dimensional subalgebra of Mn(F )
with an F -basis a1, . . . , ad of elements of A. Given an F -linear transformation T : V → V , let λd +∑d

i=1(−1)iγiλ
d−i be the characteristic polynomial of T . For any polynomial f(x1, . . . , xd, Y ) which is

alternating in the variables x1, . . . , xd, and where Y is a set of variables disjoint from {x1, . . . , xd},
the following equation holds:

(5) γif(a1, . . . , ad, Ŷ ) =
∑

k1+···+kd=i
ki∈{0,1}

f(T k1(a1), . . . , T kd(ad), Ŷ )

where Ŷ is any evaluation of the variables in Y .

Now we are ready to focus our attention to ∗-algebras.

Proposition 67. Let A = A0 ⊕ A1 be an affine ∗-algebra satisfying an ordinary non-trivial identity.
Then A has an essential Shirshov base of elements of A0.

Proof. Since A is a Z2-graded affine algebra, the result follows from [4, Proposition 7.10]. �

Our next goal is to prove the following lemma.

Lemma 68. Let S be a set of multilinear ∗-polynomials in F 〈Y ∪ Z, ∗〉 and let I be the T ∗2 -ideal
generated by S. Given a ∗-algebra W , we consider S, I to be the sets of all evaluations on W of the
polynomials of S and I, respectively. Then I = 〈S〉 (the ∗-ideal generated by S).

Proof. In order to prove the lemma, we start by showing that I is a ∗-ideal of W . Let a, b ∈ I and
consider the ∗-polynomials pa and pb in I with evaluations a and b, respectively. Since I is invariant
under all the endomorphism of F 〈Y ∪ Z, ∗〉 commuting with the superinvolution ∗, we may change
variables and assume that pa and pb have disjoint sets of variables. Then we get a+ b as an evaluation
of the ∗-polynomial pa + pb and so it follows that a + b ∈ I. Now let c ∈ W . We may take a
variable x disjoint from the variables of pa and so we get ca and ac as evaluations of xpa and pax,
respectively. Hence ca and ac belong to I. So far we have proved that I is an ideal. In order to prove
that I is a graded ideal, we have to show that I = (I ∩W0) ⊕ (I ∩W1), where W0 and W1 are the
homogeneous components of W . Now let a = w0 + w1 ∈ I, a0 ∈W0 and a1 ∈W1. Hence there exists
a ∗-polynomial pa ∈ I with evaluation a. Since I is a graded ideal, we have that pa = (pa)0 + (pa)1,
with (pa)0 ∈ F 〈Y ∪ Z, ∗〉0 and (pa)1 ∈ F 〈Y ∪ Z, ∗〉1 (the homogeneous components of F 〈Y ∪ Z, ∗〉).
Clearly (pa)i takes value wi, i = 0, 1. In conclusion wi ∈ I, i = 0, 1 and we are done. Finally, let a ∈ I
and consider the ∗-polynomial pa ∈ I with evaluation a. Since I is ∗-invariant, we have that p∗a ∈ I
(and also −p∗a ∈ I). It is not difficult to see that one of these polynomials takes value a∗. Therefore
a∗ ∈ I and this implies that I is a ∗-ideal of W .

In order to complete the proof, it remains to show that I = 〈S〉. Since S ⊂ I, then S ⊂ I and so
〈S〉 ⊂ I. On the other hand, consider the ∗-algebra W̄ = W/ 〈S〉. Since the ∗-polynomials of S are
identities of W̄ , then I ⊂ Id(W̄ ). Therefore, all evaluations of I on W are contained in 〈S〉, that is,
I ⊂ 〈S〉. �
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Remark 69. Let K be a T ∗2 -ideal of F 〈Y ∪Z, ∗〉 and let f ∈ F 〈Y ∪Z, ∗〉 be a ∗-polynomial such that
f /∈ K. Let J the T ∗2 -ideal generated by f and K. Taking S = K ∪ {f} and W = F 〈Y ∪ Z, ∗〉/K in
the previous lemma, we have that J/K is the ∗-ideal of F 〈Y ∪Z, ∗〉/K generated by all the evaluations
on F 〈Y ∪ Z, ∗〉/K of the polynomial f .

In order to prove the main result of this section we need the following technical results.

Lemma 70. Let K and J be T ∗2 -ideals of F̄ 〈Y ∪ Z, ∗〉 such that K ⊂ J . Then the following holds:

Hilb(F̄ 〈Y ∪ Z, ∗〉/K, t) = Hilb(F̄ 〈Y ∪ Z, ∗〉/J, t) + Hilb(J/K, t).

Proof. Let I be an ideal of an ordinary algebra A. It is well-known that A may be decomposed into
the direct sum (A/I) ⊕ I (decomposition as vector spaces). Moreover, the ordinary Hilbert series of
algebras satisfies the following relation:

Hilb(A, t) = Hilb(A/I, t) + Hilb(I, t).

Since K is a ∗-ideal of F̄ 〈Y ∪ Z, ∗〉, then K is ∗-ideal of J (here J becomes a ∗-algebra with the
operation of F̄ 〈Y ∪ Z, ∗〉 restricted to J). Moreover, since J is a ∗-ideal of F̄ 〈Y ∪ Z, ∗〉, we have that
J/K is a ∗-ideal of the ∗-algebra F̄ 〈Y ∪Z, ∗〉/K. Both F̄ 〈Y ∪Z, ∗〉/J and J/K are ∗-algebras. Taking
A = F̄ 〈Y ∪ Z, ∗〉/K and I = J/K we get the decomposition

F̄ 〈Y ∪ Z, ∗〉/K
J/K

⊕ J

K
∼=
F̄ 〈Y ∪ Z, ∗〉

J
⊕ J

K
.

Now the proof is complete since we have:

Hilb(F̄ 〈Y ∪ Z, ∗〉/K, t) = Hilb(F̄ 〈Y ∪ Z, ∗〉/J, t) + Hilb(J/K, t).

�

Lemma 71. Let I ′ and I ′′ be T ∗2 -ideals of F̄ 〈Y ∪ Z, ∗〉. Then the following holds:

Hilb

(
F̄ 〈Y ∪ Z, ∗〉
I ′ ∩ I ′′

, t

)
= Hilb

(
F̄ 〈Y ∪ Z, ∗〉

I ′
, t

)
+ Hilb

(
F̄ 〈Y ∪ Z, ∗〉

I ′′
, t

)
−Hilb

(
F̄ 〈Y ∪ Z, ∗〉
I ′ + I ′′

, t

)
.

Proof. Taking J = I ′ + I ′′ and K = I ′′ in the previous lemma, we have:

Hilb(F̄ 〈Y ∪ Z, ∗〉/I ′′, t) = Hilb(F̄ 〈Y ∪ Z, ∗〉/(I ′ + I ′′), t) + Hilb(I ′ + I ′′/I ′′, t)

= Hilb(F̄ 〈Y ∪ Z, ∗〉/(I ′ + I ′′), t) + Hilb(I ′/(I ′ ∩ I ′′), t).

Now we complete the proof by using again the previous lemma with J = I ′ and K = I ′ ∩ I ′′:

Hilb

(
F̄ 〈Y ∪ Z, ∗〉
I ′ ∩ I ′′

, t

)
= Hilb

(
F̄ 〈Y ∪ Z, ∗〉

I ′
, t

)
+ Hilb

(
I ′

I ′ ∩ I ′′
, t

)
= Hilb

(
F̄ 〈Y ∪ Z, ∗〉

I ′
, t

)
+ Hilb

(
F̄ 〈Y ∪ Z, ∗〉

I ′′
, t

)
−Hilb

(
F̄ 〈Y ∪ Z, ∗〉
I ′ + I ′′

, t

)
.

�

Finally we have the key ingredients to prove the main result of this section.

Theorem 72. Let F̄ 〈Y ∪ Z, ∗〉 be the free ∗-algebra on the set of finite variables Y = {y+
1 , . . . , y

+
p ,

y−1 , . . . , y
−
q } and Z = {z+

1 , . . . , z
+
r , z

−
1 , . . . , z

−
s }, where F is an algebraically closed field of characteristic

zero. If I is a T ∗2 -ideal of F̄ 〈Y ∪ Z, ∗〉 containing at least an ordinary non-trivial identity, then the
Hilbert series of the relatively free ∗-algebra F̄ 〈Y ∪ Z, ∗〉/I is rational.

Proof. Suppose that the Hilbert series of F̄ 〈Y ∪ Z, ∗〉/I is non-rational. By the Specht’s property for
∗-algebras (Theorem 59) there exists a T ∗2 -ideal K of F̄ 〈Y ∪ Z, ∗〉 containing an ordinary non-trivial
identity and that it is maximal among T ∗2 -ideals containing ordinary non-trivial identities and having
non-rational Hilbert series F̄ 〈Y ∪Z, ∗〉/K. Indeed, if there is no such an ideal, then we get an infinite
ascending chain of T ∗2 -ideals containing an ordinary non-trivial identity that does not stabilize and
this contradicts the fact that the union of the T ∗2 -ideals is finitely generated.

The maximality of K implies that the relatively free ∗-algebra F̄ 〈Y ∪Z, ∗〉/K is T ∗2 -equivalent to a
single basic ∗-algebra A. Indeed, assuming the converse, by Corollary 35, we get that

F̄ 〈Y ∪ Z, ∗〉/K ∼T ∗2 A1 ⊕ · · · ⊕Am,
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where A1, . . . , Am are basic ∗-algebras, m ≥ 2 and Id∗(Ai) * Id∗(Aj), 1 ≤ i, j ≤ m with i 6= j. Thus

Id∗(F̄ 〈Y ∪ Z, ∗〉/K) = Id∗(A1 ⊕ · · · ⊕Am) =
m⋂
i=1

Id∗(Ai).

For every i ∈ {1, . . . ,m}, clearly Id∗(F̄ 〈Y ∪Z, ∗〉/K) ( Id∗(Ai). Let Ii be the evaluation on F̄ 〈Y ∪Z, ∗〉
of the T ∗2 -ideal Id∗(Ai), 1 ≤ i ≤ m. Then Ii properly contains K and their intersection is K. By
the maximality of K, the Hilbert series of F̄ 〈Y ∪ Z, ∗〉/Ii is rational for every i and by Lemma 71
we obtain that the Hilbert series of F̄ 〈Y ∪ Z, ∗〉/K is rational, a contradiction. Hence, m = 1 and so
F̄ 〈Y ∪ Z, ∗〉/K is T ∗2 -equivalent to a single basic ∗-algebra A.

Let f be a Kemer ∗-polynomial of the basic ∗-algebra A (see Theorem 52) and let J be the T ∗2 -ideal
generated by f and K. Since f is not a ∗-identity of A, then it is not a ∗-identity of F̄ 〈Y ∪ Z, ∗〉/K
and so K ( J . By the maximality of K, the Hilbert series of F̄ 〈Y ∪ Z, ∗〉/J is rational.

Our next goal is to show that the Hilbert series of J/K is a rational function.
Consider the decomposition A = A+

0 ⊕ A−0 ⊕ A+
1 ⊕ A−1 and let {α+

1 , . . . , α
+
k }, {α

−
1 , . . . , α

−
l },

{β+
1 , . . . , β

+
m}, {β−1 , . . . , β−n } be F -bases of A+

0 , A
−
0 , A

+
1 , A

−
1 , respectively. Let

Λ = {λ+
ij}1≤i≤p

1≤j≤k
∪ {λ−ij}1≤i≤q

1≤j≤l
∪ {µ+

ij} 1≤i≤r
1≤j≤m

∪ {µ−ij}1≤i≤s
1≤i≤n

be a set of commuting indeterminates which centralize with the elements of A. Now we consider the
F -algebra FΛ. It is not difficult to see that the F -algebra A⊗F FΛ is a ∗-algebra. The Z2-grading in
A induces a Z2-grading in A⊗F FΛ:

A⊗F FΛ = (A0 ⊗F FΛ)⊕ (A1 ⊗F FΛ) .

The superinvolution ∗̄ in A ⊗F FΛ is given by (a ⊗ P )∗̄ = a∗ ⊗ P , with a ∈ A, P ∈ FΛ and ∗ the
superinvolution defined on A.

Consider the map ϕ : F̄ 〈Y ∪ Z, ∗〉/K → A⊗F FΛ, induced by

y+
i 7−→

k∑
j=1

α+
j ⊗ λ

+
ij , y−i 7−→

l∑
j=1

α−j ⊗ λ
−
ij , z+

i 7−→
m∑
j=1

β+
j ⊗ µ

+
ij , z−i 7−→

n∑
j=1

β−j ⊗ µ
−
ij .

Clearly ϕ is a well-defined homomorphism of ∗-algebras. By definition, we have that ϕ is also injective.
Hence A := Im(ϕ) is isomorphic (as ∗-algebras) to F̄ 〈Y ∪ Z, ∗〉/K. Thus, we can see F̄ 〈Y ∪ Z, ∗〉/K
as a ∗-subalgebra of A⊗F FΛ.

Consider the following decompositions as Z2-graded algebras: A = A0 ⊕ A1 and A = A0 ⊕ A1.
Moreover, let Ā0 and Ā0 be the semisimple parts ofA0 and A0, respectively. We can embed (embedding
of Z2-graded algebras) Ā0 into EndFΛ(Ā0 ⊗F FΛ) ∼= Md(FΛ), where d = dim(Ā0), via the regular
left Ā0-action on Ā0 ⊗F FΛ. Notice that each semisimple element ā ∈ Ā0 satisfies a Caley-Hamilton
identity (characteristic polynomial of ā) of degree d.

By Remark 60 we get F̄ 〈Y ∪Z, ∗〉/K is a PI-algebra. Hence Proposition 67 applies and we get that
F̄ 〈Y ∪Z, ∗〉/K has an essential Shirshov base. As a consequence, also A has an essential Shirshov base
of elements of A0. Moreover, we may choose generators of A0 such that the corresponding essential
Shirshov base is B = B̄ ∪ BJ (disjoint union), where B̄ ⊆ Ā0 and BJ ⊆ J(A0) (the radical part of A0).
Since J(A)⊗F FΛ is nilpotent, the elements of BJ ⊆ J(A0) ⊆ J(A)⊗F FΛ are integrals over F .

In view of the embedding Ā0 ↪→ EndFΛ(Ā0 ⊗F FΛ), each element of B̄ satisfies a characteristic
polynomial of degree d with coefficients in FΛ. Let C be the F -subalgebra of FΛ generated by these
coefficients. Since A has unit, we may consider B having unit and therefore C has it too. Since the
essential Shirshov base is finite, C is an affine commutative F -algebra and therefore a Noetherian
F -algebra.

Consider the ∗-algebra AC := C[A]. Notice that the elements of the essential Shirshov base of A are
integrals over C because the elements of BJ are integrals over F and we may see F as the F -subspace
spanned by the unit 1C of C. On the other hand, given an element of B̄, by the Caley-Hamilton
theorem, this satisfies its characteristic polynomial with coefficients in FΛ. But, by construction,
these coefficients belong to C and so the elements of B̄ are integral over C. Thus, by Theorem 64, AC
is a finite module over C. By Proposition 65 we obtain that AC has a rational Hilbert series.

We come back now to the study of the ∗-ideal J/K of the relatively free ∗-algebra F̄ 〈Y ∪ Z, ∗〉/K.
We denote by J the image through ϕ of J/K. By Lemma 68 and Remark 69, J is the ∗-ideal of A
generated by all the evaluations on A of the Kemer ∗-polynomial f .
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Now, we want to show that J is a C-submodule of AC , that is J is closed under the multiplication
of the coefficients of the characteristic polynomials of the elements in B. Given an element b0 ∈ B̄
and its characteristic polynomial λd +

∑d
i=1(−1)iγiλ

d−i, it is sufficient to show that for the Kemer
∗-polynomial f(Xd, Y ), where Xd and Y are disjoint sets of variables and Xd has exactly d variables

of degree zero, we have γif(X̂d, Ŷ ) ∈ J , for every i ∈ {1, . . . , d}, where X̂d = {x̂1, . . . , x̂d} and Ŷ
denote any evaluation by elements of A. Since d = dimF (Ā0) = dimFΛ(Ā0 ⊗F FΛ) and J(A)⊗F FΛ
has the same nilpotency index of J(A), we have that A ⊗F FΛ has the same Kemer index of A.
Hence Remark 53 implies that the x̂i’s can only assume semisimple values in Ā0 ⊆ Ā0 ⊗F FΛ, for
1 ≤ i ≤ d. Denote these values by a1, . . . , ad. Since f is alternating in the set of variables Xd, the value
f(a1, . . . , ad, Ŷ ) is zero unless the elements a1, . . . , ad are linearly independent over FΛ. In this case,
since d = dimF (Ā0) = dimFΛ(Ā0 ⊗F FΛ), the set {a1, . . . , ad} would be a linear basis of Ā0 ⊗F FΛ
over FΛ. Finally, since we may see b0 ∈ B̄ as an element of EndFΛ(Ā0 ⊗F FΛ) ∼= Md(FΛ), we use
Lemma 66 and conclude that

γif(X̂, Ŷ ) = γif(a1, . . . , ad, Ŷ ) =
∑

k1+···+kd=i
ki∈{0,1}

f((b0)k1(a1), . . . , (b0)kd(ad), Ŷ ) ∈ J .

Since C is Noetherian, J is a finitely generated C-module and so, by Proposition 65, J has a
rational Hilbert series. Since A = 1C · A ⊂ AC , we have that J is a common ideal of A and AC . We
conclude that J/K has a rational Hilbert series.

So far we have proved that F̄ 〈Y ∪Z, ∗〉/J and J/K have rational Hilbert series. Now, by applying
Lemma 70, we get that the Hilbert series of F̄ 〈Y ∪ Z, ∗〉/K is rational, which is a contradiction. The
contradiction arised from the assumption the Hilbert series of the relatively free ∗-algebra F̄ 〈Y ∪Z, ∗〉/I
is not a rational function. The proof is complete. �

We conclude this part of the paper concerning superalgebras with superinvolution highlighting
that, through some results of this section, combined with the so-called Kemer’s lemmas and using an
approach similar to that of [2, 4, 38], it could be possible to obtain the proof of Theorem 11. Here we
just cited such a result since in order to reach our purposes, it was only necessary to present Kemer’s
polynomials in a more exhaustive manner.

6. H-module algebras

In this section F will denote a fixed field of characteristic zero and H a Hopf algebra over F . We
remand to the books [21,49,52,58] for basic definitions, examples and further information about Hopf
algebras. An algebra A is an H-module algebra if A is endowed with a left H-action h⊗ a 7→ ha or,
equivalently, with a homomorphism H → EndF (A) such that

1. h(ab) = (h(1)a)(h(2)b),

2. h(1A) = ε(h)1A, for all h ∈ H, a, b ∈ A.

Here we use Sweedler’s notation ∆(h) = h(1) ⊗ h(2), where ∆ and ε are the comultiplication and the
counit in H, respectively.

An example of a finite dimensional semisimple Hopf algebra is the group algebra FG endowed with
comultiplication ∆(g) = g ⊗ g, counit ε(g) = 1 and antipodal map S(g) = g−1 for every g ∈ G. It is
well-known that, given any finite dimensional Hopf algebra H, then the dual structure H∗ is also a
Hopf algebra (see [21, Proposition 4.2.11]). Moreover, we recall that A is a G-graded algebra if and
only if A is a (right) FG-comodule algebra (see [49, Example 1.6.7]) and, analogously, if and only if A
is a (left) (FG)∗-module algebra (see [49, Lemma 1.6.4]). Clearly (FG)∗ is finite dimensional (because
G is finite) and semisimple by the Maschke’s theorem version for Hopf algebras (see [46, Proposition
3]). Then, if F is a field of characteristic zero, G is a finite group, we have that G-graded algebras
provide an example of finite dimensional semisimple H-module algebras.

The first goal of this section is to introduce a free object in the class of H-module algebras. Let
F 〈X〉 be the free algebra on the set of countable non-commutative variables X = {x1, x2, . . .} and
consider the vector space V = F 〈X〉 ⊗F H. The free H-module algebra over X, denoted by FH〈X〉
is the tensor algebra over V . An element of FH〈X〉 is called H-polynomial. In what follows we shall
use the notation:

xh1i1 x
h2
i2
· · ·xhnin := (xi1 ⊗ h1)⊗ (xi2 ⊗ h2)⊗ · · · ⊗ (xin ⊗ hn).
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Now, let {b1, . . . , bm} be a basis (as a vector space) of the Hopf algebra H. It follows that FH〈X〉
is isomorphic to the free algebra over F with free formal (non-commutative) generators xbj , j ∈
{1, . . . ,m}, x ∈ X. Notice that FH〈X〉 has a structure of left H-module algebra by defining the next
H-action:

h(xh1i1 x
h2
i2
· · ·xhnin ) = x

h(1)h1
i1

x
h(2)h2
i2

· · ·xh(n)hnin
,

where h(1) ⊗ h(2) ⊗ · · · ⊗ h(n) is the image of h ∈ H over the comultiplication ∆ of H applied (n− 1)

times. Thus FH〈X〉 is the free H-module algebra on X. This means that, for any H-module algebra
W and for every function α : X →W , there exists a unique homomorphism of algebras and H-modules
(we call this kind of homomorphisms simply H-homomorphisms) β : FH〈X〉 → W extending α. In
what follows, we shall identify X with the set {x1H |x ∈ X} ⊂ FH〈X〉.

Given any H-module algebra W , we say that an H-polynomial f ∈ FH〈X〉 is an H-identity of W
if for every H-homomorphism ϕ : FH〈X〉 →W the polynomial f is in the kernel of ϕ. In other words,
f(x1, . . . , xn) ∈ FH〈X〉 is a H-identity of W if and only if f(w1, . . . , wn) = 0, for all w1 . . . , wn ∈ W .
The set IdH(W ) of all identities satisfied by W is an ideal of FH〈X〉 and it is invariant under all
H-endomorphisms of FH〈X〉. The ideals having such a property are called TH -ideals. Moreover, all
TH -ideals are of this form: in fact, it is not difficult to see that, given a TH -ideal I of FH〈X〉, then
IdH(FH〈X〉/I) = I.

Two H-module algebras W1 and W2 are said to be TH -equivalent, and we write W1 ∼TH W2, if
IdH(W1) = IdH(W2).

Notice that the ordinary identities of any H-module algebra W (i.e. polynomials in the free algebra
F 〈X〉) are H-identities of W (taking the identification F 〈X〉 ∼= F 〈X〉 ⊗F 1H ⊂ FH〈X〉). Thus
Id(W ) ⊂ IdH(W ). On the other hand, W does not necessarily have ordinary identities, even if it has
H-identities. This is the case, for example, of the free non-commutative algebra W with H-action
given by 1Hw = w and hw = 0, for all w ∈W and h ∈ H, h 6= 1H .

Since the field F is of characteristic zero, every TH -ideal is generated by multilinear H-polynomials,
i.e. H-polynomials f(x1, . . . , xn) ∈ FH〈X〉 such that

f(x1, . . . , xi−1, αxi + y, xi+1, . . . , xn) = αf(x1, . . . , xn) + f(x1, . . . , xi−1, y, xi+1, . . . , xn),

for every i ∈ {1, . . . , n} and α ∈ F .
Now we recall the following results whose proof can be found in [38, Theorem 4.1].

Theorem 73. Let W be an affine H-module algebra satisfying an ordinary non-trivial identity. Then
there exists a finite dimensional H-module algebra A such that IdH(A) ⊂ IdH(W ).

Remark 74. Let I be a TH-ideal of FH〈X〉 containing an ordinary non-trivial identity. Since
IdH(FH〈X〉/I) = I, the relatively free H-module algebra FH〈X〉/I contains an ordinary non-trivial
identity.

7. Specht’s problem for H-module algebras

In this section we shall introduce some definitions and present several results concerning the theory
of Specht in the setting of H-module algebras. We refer the reader to the paper [38] by Karasik for
more details.

Let us start with the following definition.

Definition 75. f(x1, . . . , xn, Y ) ∈ FH〈X〉 be a multilinear H-polynomial, where Y is a set of variables
disjoint from x1, . . . , xn. We say f is alternating in {x1, . . . , xn} if there exists a multilinear H-
polynomial h(Si, Ri) := h(x1, . . . , xn, Y ) such that

f(X) =
∑
σ∈Sn

(−1)σh(xσ(1), . . . , xσ(n), Y ).

Given an H-module algebra W , we say that W satisfies a Capelli identity of rank m if every
H-polynomial f(x1, . . . , xn, Y ) alternating on x1, . . . , xn is in IdH(W ). By Theorem 73, an affine
H-module algebra satisfying an ordinary non-trivial identity satisfies a Capelli identity.

Definition 76. Let W be an H-module algebra satisfying an ordinary non-trivial identity. The H-
Kemer index of W is the ordered pair (β(W ), γ(W )) ∈ N× N, where
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• β(W ) is the maximal integer such that, for every µ, there exists a multilinear H-polynomial
f = f(X1, . . . , Xµ, Y ) /∈ IdH(W ) which is alternating with respect to the sets X1, . . . , Xµ, which
are all of cardinality β(W ),

• γ(W ) is the maximal integer such that, for every µ, there exists a multilinear H-polynomial
g = g(X1, . . . , Xµ, X

′
1, . . . , X

′
γ(W ), Y ) /∈ IdH(W ) which is alternating with respect to the sets

X1, . . . , Xµ, X ′1, . . . , X
′
γ(W ), where X1, . . . , Xµ are of cardinality β(W ) and X ′1, . . . , X

′
γ(W ) are

of cardinality β(W ) + 1.

The polynomials g are called H-Kemer polynomials of rank µ.

Let W be a finite dimensional H-module algebra and let J = J(W ) be the Jacobson radical of W .
In [47] it was proved that J is H-invariant and so W/J is semisimple. By the Wedderburn-Malcev
Theorem, W may be decomposed as W = W̄ + J (decomposition as vector spaces), where W̄ is a
semisimple H-module subalgebra of W which is H-isomorphic to W/J . Let dW be the dimension of
W̄ and let nW be the nilpotency index of J . Denote by Par(W ) = (dW , nW − 1) the parameter of W .

A finite dimensional H-module algebra A is called H-basic if there are no finite dimensional H-
module algebras B1, . . . , Bs such that Par(Bi) < Par(A), i ∈ {1, . . . , s}, and A ∼TH B1 × · · · × Bs.
By induction on Par(W ), every finite dimensional H-module algebra W is TH equivalent to a finite
product of H-basic algebras (see Remark 5.8 of [38]).

Kemer’s Lemmas 1 and 2 for H-module algebras are given in [38, Lemmas 5.12 and 6.6]. They
imply that, if A is H-basic, then (dA, nA − 1) = (β(A), γ(A)). It follows that A has an H-Kemer
polynomial f having, say at least, nA alternating sets of variables of cardinality dA and a total of
nA − 1 alternating sets of variables of cardinality dA + 1.

In particular, Kemer’s Lemma 2 implies the following remark (see [38, Remark 6.8]).

Remark 77. Any non-zero evaluation of f must consist only of semisimple evaluations in the sets of
variables of cardinality dA.

Let W be an affine H-module algebra over a field F satisfying an ordinary non-trivial identity. The
Representability Theorem for H-modules algebras (see [38]), says that there exists a field extension
K of F and a finite dimensional H-module algebra A over K such that W is TH -equivalent to A.
As a consequence, W is TH -equivalent to a finite product of H-basic algebras A1, . . . , Am over a
field extension K of F . Notice that, since IdH(A1 ⊕ · · · ⊕ Am) = ∩mi=1 IdH(Ai), we may assume that

IdH(Ai) * IdH(Aj), for every 1 ≤ i, j ≤ m with i 6= j. By passing to the algebraic closure of K, we
may assume that the H-basic algebras Ai are finite dimensional over the same field F .

The following theorem is the Specht property for H-module algebras (see [38, Theorem 1.4]).

Theorem 78. Let W be an affine H-module algebra satisfying an ordinary non-trivial identity. If
I1 ⊂ I2 ⊂ · · · is an ascending chain of TH-ideals of W containing an ordinary non-trivial identity,
then the chain stabilizes.

8. Rationality of the Hilbert series of relatively free H-module algebras

Let H be a Hopf algebra over F with basis {b1, . . . , bm}. We denote by FH〈Xr〉 the free H-module
algebra on the set of finite variables Xr = {x1, . . . , xr}. Given a TH -ideal I in FH〈Xr〉, then FH〈Xr〉/I
is the corresponding relatively free H-module algebra. Write Ωn to denote the (finite) set of monomials

of degree n on the variables x
bj
i , j ∈ {1, . . . ,m}, i ∈ {1, . . . , r}. If cn is the dimension of the F -subspace

of FH〈Xr〉/I spanned by the monomials of Ωn, then the Hilbert series of FH〈Xr〉/I with respect to

the generators {xbji }ij is defined by

Hilb(FH〈Xr〉/I, t) =
∑
n

cnt
n.

Given any TH -ideal I in FH〈Xr〉, it is convenient to view I as the evaluation on FH〈Xr〉 of a
TH -ideal I of the free H-module algebra FH〈X〉. As already mentioned in Section 6, every TH -ideal
is generated by multilinear H-polynomials. Unfortunately, passing from I to I (by evaluation) the
multilinearity condition could no longer be true.

The main goal of this section is to show that, in case H is a semisimple Hopf F -algebra, then the
Hilbert series of FH〈Xr〉/I is a rational function. Let W be an H-module algebra and consider the
TH -ideal of the identities IdH(W ) satisfied by W . Since charF = 0, we have IdH(W ) = IdH(W ⊗F F̄ ),
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where F̄ is the algebraic closure of F . This means that the ideal of identities of WF̄ over F̄ is the span
(over F̄ ) of the TH -ideal of identities of W over F . Therefore the Hilbert series remains the same
when passing to the algebraic closure of F . From now on, we assume that F = F̄ .

We start by proving the following technical result.

Lemma 79. Let A ⊆ Mn(F ) be an algebra which is a (left) H-module and let V be a d-dimensional
subalgebra of Mn(F ) with an F -basis a1, . . . , ad of elements of A. Given an F -linear transformation

T : V → V , let λd +
∑d

i=1(−1)iγiλ
d−i be its characteristic polynomial. Then for any H-polynomial

f(x1, . . . , xd) which is alternating in the variables x1, . . . , xd, the following equation holds:

γif(a1, . . . , ad) =
∑

k1+···+kd=i
ki∈{0,1}

f(T k1(a1), . . . , T kd(ad)).

Proof. We first show that the following equation holds:

det(T )f(a1, . . . , ad) = f(T (a1), . . . , T (ad)).

Suppose that T (aj) =
∑d

i=1 cijai, with cij ∈ F , 1 ≤ i, j ≤ d. Since the H-action is linear, then

h · (T (aj)) =
∑d

i=1 cijhai. Also, since f(x1, . . . , xd) is an alternating multilinear H-polynomial and T
is an F -linear transformation, we get that

f(T (a1), . . . , T (ad)) = f

(
d∑
i=1

ci1ai, . . . ,
d∑
i=1

cidai

)
=
∑
σ∈Sd

cσ(1),1 · · · cσ(d),df(aσ(1), . . . , aσ(d))

=
∑
σ∈Sd

(−1)σcσ(1),1 · · · cσ(d),df(a1, . . . , ad) = det(T )f(a1, . . . , ad).

Here Sd is the symmetric group of order d.
Using the F -linear transformation λId − T in place of T , we get:

det(λId − T )f(a1, . . . , ad) = f((λId − T )(a1), . . . , (λId − T )(ad)).

Now we remark that

f((λId − T )(a1), . . . , (λId − T )(ad)) = f(λa1 − T (a1), . . . , λad − T (ad))

= λdf(a1, . . . , ad)− λd−1
∑

k1+···+kd=1

f(T k1(a1), . . . , T kd(ad))

+ λd−2
∑

k1+···+kd=2

f(T k1(a1), . . . , T kd(ad)) + · · ·

(−1)dλ0f(T (a1), . . . , T (ad)),

with ki ∈ {0, 1} for all i ∈ {1, . . . , d}. On the other hand,

det(λId − T ) = λd +
d∑
i=1

(−1)iγiλ
d−i,

the characteristic polynomial of T with coefficients γi ∈ F , 1 ≤ i ≤ d. In conclusion we get

γif(a1, . . . , ad) =
∑

k1+···+kd=i
ki∈{0,1}

f(T k1(a1), . . . , T kd(ad)).

�

Lemma 80. Let S be a set of H-polynomials in FH〈X〉 and let I be the TH-ideal generated by S.
Given an H-module algebra W , consider S, I to be the sets of all evaluations on W of the polynomials
of S and I, respectively. Then I = 〈S〉 (the ideal generated by S).

Proof. The lemma can be proved following word by word the proof of Lemma 68. �

Remark 81. Let K be a TH-ideal of FH〈X〉 and let f ∈ FH〈X〉 be an H-polynomial such that
f /∈ K. Let J be the TH-ideal generated by f and K. Taking S = K ∪{f} and W = FH〈X〉/K in the
previous lemma, we have J/K is the ideal of FH〈X〉/K generated by all evaluations on FH〈X〉/K of
the polynomial f .
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Let J be a TH -ideal of FH〈Xr〉. In particular, J is an ideal of FH〈Xr〉 (as F -algebra). Then J
becomes an H-module algebra with the operations of FH〈Xr〉 restricted to J .

The following lemmas can be proved by using the same arguments employed in the corresponding
results of Section 5 (Lemmas 70 and 71).

Lemma 82. Let K and J be TH-ideals of FH〈Xr〉 such that K ⊂ J . Then the following holds:

Hilb(FH〈Xr〉/K, t) = Hilb(FH〈Xr〉/J, t) + Hilb(J/K, t).

Lemma 83. Let I ′ and I ′′ be TH-ideals of FH〈Xr〉. Then the following holds:

Hilb(FH〈Xr〉/(I ′ ∩ I ′′), t)

= Hilb(FH〈Xr〉/I ′, t) + Hilb(FH〈Xr〉/I ′′, t)−Hilb(FH〈Xr〉/(I ′ + I ′′), t).

Finally we are in a position to prove the main theorem of this section.

Theorem 84. Let FH〈Xr〉 be the free H-module algebra on the set of variables Xr = {x1, · · · , xr},
where H is a finite dimensional semisimple Hopf algebra and F is a field of characteristic zero. If I
is a TH-ideal of FH〈Xr〉 containing at least an ordinary non-trivial identity, then the Hilbert series
of the relatively free H-module algebra FH〈Xr〉/I is rational.

Proof. The proof is very similar to the one given for the analogous result in the setting of ∗-algebras
(Theorem 72). For this reason we will give here just a sketch of it.

Suppose that the Hilbert series of FH〈Xr〉/I is non-rational. By the Specht’s property for H-module
algebras (Theorem 78) there exists a TH -ideal K of FH〈Xr〉 containing an ordinary non-trivial identity
and that it is maximal among TH -ideals containing ordinary non-trivial identities and having non-
rational Hilbert series FH〈Xr〉/K is non-rational.

The maximality of K implies that the relatively free H-module algebra FH〈Xr〉/K is TH -equivalent
to a single H-basic H-module algebra A. To this end we just need to use the Representability Theorem
for H-module algebras and Lemma 83.

Now let f be a H-Kemer polynomial of the H-basic H-module algebra A and let J be the TH -ideal
generated by f and K. Since f is not an H-identity of A, then f is not an H-identity of FH〈Xr〉/K,
and hence, K ( J . By the maximality of K, the Hilbert series of FH〈Xr〉/J is rational.

In order to complete the proof we need to show that the Hilbert series of J/K is a rational function.
In fact, once this is accomplished, we will have that FH〈Xr〉/J and J/K have rational Hilbert series.
Then by Lemma 82, the Hilbert series of FH〈Xr〉/K is rational, which is a contradiction. The
contradiction arises from having assumed that the Hilbert series of the relatively free H-module
algebra FH〈Xr〉/I is not a rational function.

From now on, our only goal is to prove that the Hilbert series of J/K is a rational function.
Suppose that {α1, . . . , αl} is an F -basis of A and let Λ = {λij : 1 ≤ i ≤ r, 1 ≤ j ≤ l} be a set of

commuting indeterminates centralizing with the elements of A. Consider the F -algebra FΛ endowed
with a formal H-action. It is not difficult to see that A⊗F FΛ is an H-module algebra. Now, consider
the H-homomorphism ϕ : FH〈Xr〉/K → A⊗F FΛ, induced, for any h ∈ H, by

xhi 7−→
l∑

j=1

h(αj)⊗ λhij .

It is not difficult to see that ϕ is injective. Hence we get that A := Im(ϕ) is H-isomorphic (isomorphic
as H-module algebras) to FH〈Xr〉/K. Thus, we can see FH〈Xr〉/K as a subalgebra of A⊗F FΛ.

Let Ā be the H-invariant semisimple part of A. We can embed (embedding of F -algebras) Ā into
EndF (Ā) ∼= Md(F ), where d = dim(Ā), via the regular left Ā-action on Ā. This induce an embedding
Ā ⊗F FΛ into EndFΛ(Ā ⊗F FΛ) via the regular action. Notice that each semisimple element ā ∈ Ā
satisfies a Caley-Hamilton identity (characteristic polynomial of ā) of degree d.

Since A may be decomposed into the direct sum Ā ⊕ J(A) where J(A) is the Jacobson radical of
A, we may decompose A into the direct sum Ā ⊕ AJ where Ā ⊂ Ā⊗F FΛ ↪→ EndFΛ(Ā⊗F FΛ) and
AJ ⊂ J(A)⊗F FΛ. We shall call Ā the semisimple part of A and AJ the radical part of A.

Remark 74 implies that FH〈Xr〉/K is a PI-algebra. By Theorem 63, FH〈Xr〉/K has a Shirshov base,
then A has a Shirshov base. Moreover, we may choose generators of A such that the corresponding
Shirshov base is B = B̄ ∪ BJ (disjoint union), where B̄ ⊂ Ā and BJ ⊂ AJ . In fact, if we choose
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generators b1, . . . , bs of A either from Ā or AJ , a basic element bi1bi2 · · · bit belongs to B̄ if and only if
bij ∈ Ā for all j ∈ {1, . . . , t}. Since J(A)⊗F FΛ is nilpotent, the elements of BJ are integrals over F .

In view of the embedding Ā ↪→ EndFΛ(Ā ⊗F FΛ), each element of B̄ satisfies a characteristic
polynomial of degree d with coefficients in FΛ. Let C the F -subalgebra of FΛ generated by these
coefficients. Since A has unit, we may consider B having unit, and therefore C has unit. Since the
Shirshov base is finite, C is an affine commutative F -algebra and therefore a Noetherian F -algebra.

Consider the H-module C-algebra AC := C[A]. Notice that the elements of the Shirshov base
of A are integrals over C because the elements of BJ are integrals over F and we may see F as
the F -subspace spanned by the unit 1C of C. On the other hand, given an element of B̄, by the
Caley-Hamilton theorem this satisfies its characteristic polynomial with coefficients in FΛ. But, by
construction, these coefficients belongs to C, then the elements of B̄ are integral over C. Thus, by
Theorem 64 AC is a finite module over C. Then AC has a rational Hilbert series by Proposition 65.

We come back now to the study of the ideal J/K of the relatively free H-module algebra FH〈Xr〉/K.
We denote by J the image by ϕ of J/K. By Lemma 80 and Remark 81, J is the ideal of A
generated by all the evaluations on A of the H-Kemer polynomial f . We will show that J is a C-
submodule of AC , that is, we show that J is closed under the multiplication of the coefficients of the

characteristic polynomials of the elements in B. So, given an element b0 ∈ B̄ and λd+
∑d

i=1(−1)iγiλ
d−i

its characteristic polynomial, it is sufficient to show that for the H-Kemer polynomial f(Xd, Y ), where

Xd and Y are sets of disjoint variables and Xd has d elements, we have γif(X̂d, Ŷ ) ∈ J , where

X̂d = {x̂1, . . . , x̂d} and Ȳ denote an evaluation of elements of A.

In view of the embedding A ⊂ A⊗F FΛ ⊂ (Ā⊗F FΛ)⊕(J(A)⊗F FΛ), an element v ∈ X̂d∪Ŷ can be
written as v = v̄+vJ where v̄ ∈ Ā⊗FFΛ and vJ ∈ J(A)⊗FFΛ. Since d = dimF (Ā) = dimFΛ(Ā⊗FFΛ)
and J(A)⊗F FΛ has the same nilpotency index as J(A), then A⊗F FΛ has the same H-Kemer index
as A. If we denote by ai the semisimple part of x̂i and by ci the radical part of x̂i for 1 ≤ i ≤ d,
Remark 77 implies f(X̂d, Ŷ ) = f(a1, . . . , ad, Ŷ ). Since f is alternating in the set of variables Xd, the

value f(a1, . . . , ad, Ŷ ) is zero unless the elements a1, . . . , ad are linearly independent over FΛ and since
d = dimF (Ā) = dimFΛ(Ā⊗F FΛ), the set {a1, . . . , ad} is a linear basis of Ā⊗F FΛ over FΛ.

Since we may see b0 ∈ B̄ as an element of EndFΛ(Ā⊗F FΛ), by Lemma 79 we get that

γif(X̂, Ŷ ) = γif(a1, . . . , ad, Ŷ ) =
∑

k1+···+kd=i
ki∈{0,1}

f((b0)k1(a1), . . . , (b0)kd(ad), Ŷ ) ∈ J .

Since C is Noetherian, J is a finitely generated C-module as well and again by Proposition 65, J
has a rational Hilbert series. Since A = 1C · A ⊂ AC , we have that J is a common ideal of A and
AC . We conclude that J/K has a rational Hilbert series. �

9. Final remarks

In the last section we have proved the rationality of the Hilbert series

Hilb(FH〈Xr〉/(FH〈Xr〉 ∩ IdH(A)), t)

of the relatively free H-algebra of a certain H-module algebra A, where H is finite dimensional and
semisimple. If we specialize H = FG, the group algebra generated by G over F , and we take G
being finite (say G = {g1, . . . , gs}) and abelian, then any finite dimensional H-module algebra A is a
G-graded algebra too, and Hilb(FH〈Xr〉/(FH〈Xr〉 ∩ IdH(A)), t) takes a very strong PI “flavour” as
we will see at the very end of this section.

First, keeping in mind our notation for G-graded algebras, it is worth recalling the following fact:

f(x1, . . . , xn) ∈ Id(A) if and only if f(xg11 , . . . , x
gs
1 , . . . , x

g1
n , . . . , x

gs
n ) ∈ IdG(A).

Then the knowledge of the behaviour of Hilb(FH〈Xr〉/(FH〈Xr〉 ∩ IdH(A)), t) gives good information
about the behaviour of Hilb(F 〈Xr〉/(F 〈Xr〉 ∩ Id(A)), t). Because of this, studying generalizations of
the Hilbert series could provide us one more tool in the global understanding of the ordinary polynomial
identities of a given algebra that is a very hard task.

Strictly related to the ideas besides the Hilbert series, we can see the growth of an algebra. In par-
ticular, we would like to spend some words toward the classical tool of the Gelfand-Kirillov dimension
(sometimes GK dimension). Let A be an F -algebra generated by a finite set {a1, . . . , am} and consider

V n = spanF〈ai1 · · · ain | ij = 1, . . . ,m〉, n = 1, 2, . . . .
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Here we assume V 0 = F . The function of the non-negative argument n

gV (n) = dimF (V 0 + V 1 + · · ·+ V n), n = 1, 2, . . . ,

is called the growth function of A (with respect to V = V 1). The Gelfand-Kirillov dimension of A is
defined by

GKdim(A) = lim sup
n→∞

(logn gV (n)) = lim sup
n→∞

log gV (n)

log n
.

Notice that the definition of Gelfand-Kirillov dimension is independent of the generating space (see
for example [42], Lemma 1.1). Hence we are allowed to remove the dependence on V from the symbol
gV (n). Among the large amount of interesting properties that the GK dimension of an algebra carries
inside, we would like to highlight the fact that the GK dimension of a finitely generated commutative
algebra, for instance, coincides with its Krull dimension. For further details and results about GK
dimension of algebras we refer to the books [42] by Krause and Lenagan and [48] by McConnell and
Robson.

There are several results towards GK dimension of PI-algebras (see Section 10 of [42]) but in this
section we want to discuss those ones regarding the GK dimension of the relatively free algebra of a
PI-algebra. Let A be a PI-algebra and r ≥ 1 an integer. We denote by GKdimr(A) the GK dimension
of F 〈Xr〉/(F 〈Xr〉∩ Id(A)). In [10] the author studied several properties of GKdimr(A). In particular,
it can be proved GKdimr(A) is defined by the complexity type of the algebra A or by a set of semidirect
products of matrix algebras over the ring of polynomials from the variety generated by A. See also the
paper [13] by Berele for explicit computations of the GK dimension of some remarkable PI-algebras
or the surveys [23] by Drensky and [18] by Centrone.

In what follow, we shall introduce an H-module algebra version of the GK dimension of the relatively
free H-module algebra. Let A be an finitely generated H-module algebra over F , where H is a finite
dimensional Hopf algebra over F with F -basis {b1, . . . , bm}. We shall denote with the symbol FHk (A)
the relatively free H-module algebra of A in k variables, that is,

FHk (A) := FH 〈x1, . . . , xk〉 /(FH 〈x1, . . . , xk〉 ∩ IdH(A)).

Recall that FH 〈x1, . . . , xk〉 is isomorphic to the free algebra over F with free formal generators x
bj
i ,

where i ∈ {1, · · · , k} and j ∈ {1, · · · ,m}. Thus,

FHk (A) =
FH

〈
xb11 , . . . , x

bm
1 , . . . , xb1k , . . . , x

bm
k

〉
FH

〈
xb11 , . . . , x

bm
1 , . . . , xb1k , . . . , x

bm
k

〉
∩ IdH(A)

.

Definition 85 (H-Gelfand-Kirillov dimension in k variables). Let H be a finite dimensional Hopf
algebra over a field F with F -basis {b1, . . . , bm} and A a finitely generated H-module algebra over F .
The H-Gelfand-Kirillov dimension of A in k variables is

GKdimH
k (A) := GKdim(FHk (A))

If the Hilbert series of a PI-algebra is rational, the following proposition tells us what are the
possible behaviors of the growth of the algebra and how do its Hilbert series figures out.

Proposition 86. Let Hilb(A, t) be the Hilbert series of an infinite dimensional algebra A, and assume
that it is a rational function. Then either A has exponential growth, or GKdim(A) = d ∈ N and

Hilb(A, t) =
p(t)

(1− ts)d
,

for some polynomial p(t) with p(1) 6= 0.

By a result of Berele (see [14]), if A is an affine PI-algebra over an infinite field, then GKdim(A) <
∞. Thus, the next result is a consequence of Theorem 84 and Proposition 86.

Theorem 87. Let H be a semisimple finite dimensional semisimple Hopf algebra over field F of char-
acteristic 0 and W be an affine H-module algebra over F satisfying an ordinary polynomial identity.
Then the H-GK dimension of W in k variables is an integer d and

Hilb(W, t) =
p(t)

(1− ts)d

for some polynomial p(t) with p(1) 6= 0.
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Denote by PHn the space of all multilinear H-polynomials in x1, ..., xn, n ∈ N, i.e.,

PHn := 〈xh1σ(1)x
h2
σ(2) · · ·x

hn
σ(n)|hi ∈ H,σ ∈ Sn〉 ⊆ F

H〈X〉.

The symmetric group Sn acts on the left on the space PHn by σ(xhi ) = xhσ(i) if σ ∈ Sn. Notice that

the vector space PHn ∩ IdH(A) is stable under this Sn action, hence PHn (A) := PHn /(P
H
n ∩ IdH(A)) is a

left Sn-module. This leads us to consider the Sn-character of PHn (A), namely χHn (A), which is called
n-th cocharacter of polynomial H-identities or the n-th H-cocharacter of A. By the classical theory of
representations of the symmetric group (see for instance the book by Sagan [53]), the irreducible Sn-
characters are in one-to-one correspondence with the partitions of the non-negative integer n (which
carries a Young Tableau) because the ground field is of characteristic 0. In particular, if χλ denotes
the irreducible Sn-character corresponding to the partition λ, then we are allowed to write

χHn (A) =
∑
λ`n

mH
λ χλ,

where mH
λ ≥ 0 is the multiplicity of the irreducible character χλ in the decomposition of χHn (A).

Moreover the non-negative integer

cHn (A) := dimF (PHn (A))

is called the n-th codimension of polynomial H-identities or the n-th H-codimension of A. We shall
also refer to the sequences {χHn (A)}n≥0, {cHn (A)}n≥0 as the H-cocharacter sequence of A and the
H-codimension sequence of A, respectively.

It was proved independently by Berele (see [14]) and Drensky (see [22]) the following relation
between the cocharacter sequence and Hilbert series of the relatively free algebra of a PI-algebra.
Here we write the H-module algebra version that can be proved analogously.

Theorem 88. If A is a PI-algebra and χHn (A) =
∑

λ`nm
H
λ χλ, then

Hilb(FH〈Xr〉/(FH〈Xr〉 ∩ IdH(A)), t) =
∑
n≥0

∑
λ`n

mH
λ Sλ(t),

where Sλ(t) is the Schur function of shape λ and content {t1, . . . , tk} and the summation in the Hilbert
series runs on the partitions of height smaller than r.

Given an H-module algebra A, if the limit

lim
n→∞

n

√
cHn (A)

exists, we shall call it H PI-exponent of A and we shall denote it by expH(A).
As we said above, if we specialize H with the dual algebra of the group algebra FG, where G

is a finite abelian group, we get the notion of G-graded identities, codimension, exponent, etc. The
existence of the exponent in the graded case when A is supposed to be associative and over a field of
characteristic 0, has been studied by several authors as Giambruno and Zaicev in [30] when G is the
trivial group, Benanti, Giambruno and Pipitone in [12] when G = Z2, by Aljadeff, Giambruno and La
Mattina in [3] in case A is affine and G is abelian, by Giambruno and La Mattina (see [28]) if A is
any G-graded algebra and G is abelian and in general by Aljadeff and Giambruno in [1].

In the general case of an H-algebra only partial results are known about the existence of such an
exponent. If H is finite dimensional and semisimple acting on an associative algebra over a field of
characteristic 0, then Karasik proved in [38] that the H-exponent exists and is an integer. It is easy to
see Taft’s algebras are not semisimple algebras. In [32] the author proved the existence of the exponent
for finite dimensional algebras over an algebraically closed field of characteristic 0 that are simple under
the action of a Taft algebra. We recall Taft’s algebras are non-commutative, non-cocommutative and
not semisimple Hopf algebras.

One of the authors of the present paper generalized the definition of GKdimr(A) to graded algebras
(see [17, 19]). Moreover, he found a deep relation between the PI-exponent of a PI-algebra and the
Gelfand-Kirillov dimension. More precisely, given a finite dimensional G-graded algebra A, where G
is a finite abelian group, and A satisfies an ordinary polynomial identity, then for any integer k ≥ 1,

(6) GKdimG
k (A) = expG(A)k + α,
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where α ≤ 0 is an integer (In [17] the result is more general. If A is any G-graded algebra, where G
is a finite abelian group, then there exists a finite dimensional (G × Z2)-graded algebra R such that
IdG(A) = IdG×Z2(G(R)), where G(R) denotes the Grassmann envelope of R. Then GKdimG

k (A) =

exp(G,0)(R)k + α, where α is as above and exp(G,0)(R) denotes the contribution of the homogeneous
component of degree 0 to the G-graded exponent of R).

We are almost done but we need to recall one more result before stating the crux of the matter. By
the way, we suggest a recent proof that can be found in the paper [25].

Theorem 89. If A is a finitely generated algebra so that its Hilbert series has the form

Hilb(A, t) = h(t)

s∏
i=1

1

(1− tdi)
,

where h(t) is a polynomial function, then its GK dimension equals the multiplicity of 1 as a pole of
Hilb(A, t).

By Theorem 84, if A is an H-module algebra satisfying an ordinary polynomial identity, then the
Hilbert series of the relatively free H-module algebra of A is a rational function. At light of Equation
6, if we prove a similar result for H-module algebras and because of Theorems 87 and Theorem 89,
we could compute the H-exponent of A simply by looking at the multiplicity of 1 as a pole of the
Hilbert series of the relatively free algebra of A. Hence, if we take H = FG, the G-graded exponent
of A, here it comes, is the PI-flavour of the Hilbert series of a relatively free algebra.

Clearly, an analogous reasoning can be applied in the setting of ∗-algebras. If A is a ∗-algebra, we
can define GKdim∗k(A), the ∗-GK dimension of A in k variables. Moreover, as showed in Theorem 72,
the Hilbert series of the relatively free ∗-algebra of A is a rational function. Here we want to highlight
that the existence of the ∗-exponent of a ∗-algebra has been proved by one of the author in [34].
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