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Hyperspectral imaging aims at providing information on both the spatial and the spectral distribution of
light, with high resolution. However, state-of-the-art protocols are characterized by an intrinsic trade-off
imposing to sacrifice either resolution or image acquisition speed. We address this limitation by exploiting
light intensity correlations, which are shown to enable overcoming the typical downsides of traditional
hyperspectral imaging techniques, both scanning and snapshot. The proposed approach also opens
possibilities that are not otherwise achievable, such as sharper imaging and natural filtering of broadband
spectral components that would otherwise hide the spectrum of interest. The enabled combination of high
spatial and spectral resolution, high speed, and insensitivity to undesired spectral features shall lead to a
paradigm change in hyperspectral imaging devices and open up new application scenarios.
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Spectral imaging has significantly contributed to fields
such as material science, biology, and astronomy by
providing detailed spatial and spectral information about
the objects under study [1–4]. Spectral imaging techniques
can be divided into two main categories: snapshot tech-
niques, which are the fastest but suffer from a direct conflict
between spatial and spectral resolution [5,6], and scanning
techniques, which are slower due to a trade-off between
resolution (either spatial or spectral) and acquisition time
[1,2,7]. All traditional methods thus face limitations in
resolution, sensitivity, and speed, strongly required to
capture dynamic processes. A powerful alternative to
conventional imaging techniques has emerged in the field
of quantum imaging, where the statistical properties of light
are exploited to offer new and unique advantages, such as
overcoming the typical limitations of conventional devices
[8–19]. Such correlation-based imaging approaches lever-
age the quantum and classical correlations of photons to
extract information about the object. By analyzing the
statistical relationships between light beams, these methods
can enhance image resolution, improve signal-to-noise
ratios, and enable imaging under conditions where conven-
tional methods fail [20–33]. The underlying principle is
that photons carry correlated information about the sample
that can be decoded to reconstruct an image with enhanced
features.

In this Letter, we propose a novel approach to spectral
imaging, based on light intensity correlation. This tech-
nique, named correlation hyperspectral imaging (CHI), can
provide detailed spectral and spatial information about the
sample, overcoming some of the downsides of both snapshot
and scanning techniques. Furthermore, the use of correla-
tions has several advantages not achievable with any other
technique, such as the possibility of becoming insensitive to
unwanted spectral features which overlap with the spectrum
of interest, and improved optical performance enabled by
light spatial coherence. These benefits make the proposed
approach a promising tool for applications in biomedical
imaging, where high resolution and efficiency are para-
mount, as well as environmental monitoring and industrial
inspection, which would benefit from the loss of sensitivity
to undesired spectral features, as well as by the combination
of high resolution and fast acquisition.
In CHI, the combined spatial and spectral information

required for spectral imaging is obtained by measuring the
intensity on two separate sensors: light emitted by the
sample is split into two optical arms, so that spatial
information (i.e. the panchromatic intensity distribution)
is retrieved by measuring light intensity on a monochrome
imaging system, while the spectrum is measured through a
dedicated spectrometer, as schematically reported in Fig. 1.
The spectral image, which combines spectrum and spatial
intensity distribution, is obtained by measuring the cross-
correlation function between light intensity fluctuations at
the two sensors

Γðρa; ρb;ΔtÞ ¼ hΔĪaðρa; tÞΔĪbðρb; tþ ΔtÞi ð1Þ

where Īa and Īb are the 2D intensity distributions collected
at the spatial (a) and spectral (b) sensors, ΔĪi ¼ Īi − hĪii,
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with i ¼ a, b denotes the intensity fluctuations around its
average value, ρa and ρb indicate the coordinates on the
sensors surface, t represents the temporal coordinate, and
Δt the correlation time delay. hXi denotes the statistical
average of the stochastic quantity X. We shall assume the
intensity from the sample to be stationary, so that the
correlation function is independent of the time t and only
depends on the time delay Δt. Though a 1D sensor array is
generally sufficient for spectral detection, the availability of
2D arrays allows one to exploit redundancy of the collected
intensity to improve the signal-to-noise ratio of the meas-
urement at a given spectral frequency.
One of the key aspects of our technique is the ability to

tune its spectral sensitivity to the statistical phenomena of
interest. This can be seen by taking into account the finite
bandwidth of the sensors, so that the quantity Īi appearing
in (1) is not the instantaneous light intensity distribution
but the time-averaged intensity measured, at time t, by a
detector with response time τexp, namely,

Īiðρi; tÞ ¼
1

τexp

Z
tþτexp

t
jEiðρi; zi; t0Þj2dt0; ð2Þ

where zi is the axial coordinate of detector i ¼ a; b, and Ei
is the electric field on its surface. The finite bandwidth of
the detector is well known, in the context of correlation-
based methods based on thermal light, to have detrimental
effects on the measured correlation function. This is due to
the fact that, as the detector response time τexp becomes
larger than the light coherence time, intensity fluctuations
are integrated and their relative amplitude tends to vanish
(ΔĪ=hĪi → 0), making the evaluation of correlations more
and more sensitive to noise. In the context of spectroscopy,
however, one must consider that the overall spectrum is
typically contributed by a plethora of different phenomena,
each with its own features and bandwidth. These phenom-
ena can mostly be considered to be statistically indepen-
dent from one another, and, as such, each one characterized
by its own coherence time. It is thus rather intuitive that, by
appropriately setting the detector response time, the

multispectral correlation function can be adjusted to loose
sensitivity to broadband spectral features, having a small
coherence time, and isolate fluctuations due to the narrow-
band emission of the phenomena of interest. This feature is
very useful in many cases of interest for spectroscopy,
where one is not interested in the known shape of broad-
band contributions (e.g. blackbody spectrum) but only to
the line-shaped footprint of the material of interest.
To focus on this aspect, we shall now disregard the

spatial features of the sample and only consider the
spectrum originating from a single spatial coordinate on
the sample. In Fig. 2, we report the simulated spectral part
of the correlation function obtained by spanning a large
range of detector response time; in the considered situation,
three statistical phenomena coexist in a small portion of the
object: a broadband (low-coherence) emission, centered at
a frequency ω0 ¼ 100 THz, characterized by a Gaussian
spectrum having width Δν0 ¼ 100 GHz, and two narrow-
band lines centered at ω1;2 ¼ ω0 � 25 GHz, both having
bandwidth Δν ¼ 10 kHz. The spectrum is measured
through a spectrometer with resolution Δνspec ¼ 10 GHz,
so that the perceived width of the narrow-line emission is
defined by Δνspec, although two narrow emissions can still
be clearly resolved. To better highlight the usefulness of the
statistical filtering operated by CHI through tuning of τexp
(which can often be conveniently made by binning data in
post processing), we choose to simulate a case where the
emission of photons from the broadband emission is much
more likely than the emission that contributes to the two
lines. We thus fixed the photon flux to be 1000 times larger
than the photon flux of the emission centered at ω1, and
1400 times larger than the emission centered at ω2. In these
conditions, when the response time is small enough to be
sensitive to the whole emission spectrum, the signal from
the two lines is drowned in the uninteresting broadband
background. Actually, since in the considered case Δν ≪
Δνspec ≪ Δν0, when τexp ≪ ðΔν0Þ−1, the contrast between
the most intense line and the broadband maximum is

FIG. 1. Schematics of the experimental setup. The intensity
fluctuations detected in time by the monochrome imaging sensor
and the spectrometer are correlated to obtain a hyperspectral
image of the sample. FIG. 2. CHI correlation function. Improvement of the spectral

contrast for varying response time τexp, in the case of two narrow-
band signals superposed to a broadband background.

PHYSICAL REVIEW LETTERS 133, 183802 (2024)

183802-2



C0 ≃
�
n
n0

�
2
�

Δν0
Δνspec

�
2

¼ 10−4; ð3Þ

with n=n0 ¼ 10−3 the ratio between the photon fluxes. As
clearly demonstrated in Fig. 2, the increase in response time
suppresses the broadband background much more than it
does on the line-width emission; the highest possible
contrast is obtained for τexp ≫ ðΔνÞ−1, and reads

C∞ ≃
�
n
n0

�
2 Δν0
Δνspec

Δν0
Δν

¼ 102: ð4Þ

Large response times, which are typically detrimental in
correlation measurements, result, in CHI, in a six-order of
magnitude increase of the contrast of narrow lines over the
useless broadband emission, as determined by the ratio
C∞=C0 ¼ Δνspec=Δν. In correlation-based spectroscopy,
the increase of the detector response time thus boosts the
spectral contrast. This feature is completely absent in
conventional approaches, where detector integration time
is typically adjusted to match the timescale of the inves-
tigated dynamical process, or, for slower processes, is
increased for compensating for reduced sensitivity and
improving the signal-to-noise ratio. On the contrary, in
CHI, as long as the statistical fluctuations from background
noise occur at a much faster rate than the slow dynamics of
interest, larger response times only impact the spectral
domain while leaving unchanged the time domain proper-
ties of the measurement. The reverse problem of discarding
narrowband spurious components from the collected light
is easily addressed by directly operating in the frequency
domain; in our case, this is accomplished by simply
discarding the pixels of the spectral detector corresponding
to the given frequency to be removed.
After focusing the discussion on the characteristics of the

pure spectral measurement, let us now focus on the features
of the correlation function that determine the quality of the
spatial image. For the sake of a lighter formalism, we shall
now assume that the detectors are ideal (τexp ¼ 0), and only
consider the x component of the 2D coordinates at the
detector ρa;b ¼ ðxa;b; ya;bÞ. The last assumption does not
affect the spectral part of the measurement, since chromatic
dispersion in spectrometers always occurs in one dimen-
sion (here chosen as xb); it simply reduces the spatial
detector to a pixel strip, limiting the analysis to linear
images. For the sake of simplicity, we shall further assume
that the correlation time delay is fixed at Δt ¼ ðza − zbÞ=c,
which compensates for the phase shift arising from the
different optical paths leading to the two sensors and
maximizes the visibility of the correlation function. In this
simplified context, as shown in the Supplemental Material
[34], (1) can be written as

Γðxa; ω̃ðxbÞÞ¼
����
Z Z

Ĩðx0;ωÞg̃�aðx0;xaÞg̃bðxb;ωÞdx0dω
����
2

;

ð5Þ

where Ĩðx0;ωÞ is the emission spectrum of the sample, as a
function of the emission coordinate x0 on the sample plane;
the two functions ga;b represent the point-spread function
(PSF) propagating the electric field from the sample plane
to the spatial and spectral detector, respectively. Hence, the
combined spatial and spectral information encoded within
the correlation function is inherited by the properties of ga
and gb, the former describing full-spectrum electromag-
netic propagation through an imaging device, the latter
describing propagation through a spectrometer, without any
spatial information. Since the optical layout of the spec-
trometer arm is such to establish a correspondence between
frequencies and detector coordinates, xb → ω̄ðxbÞ, we
chose to make this dependence explicit in the second
argument of the correlation function. As per (5), the
correlation function encoding the spectral image is a
continuous superposition of coherentlike images: even
though the imaging function is not sensitive to the phase
of light on the sample, it still depends on the phase of the
transfer functions; as recently demonstrated, such a prop-
erty determines very distinctive features compared to
standard incoherent images, such as very slow loss of
focus and better resolution out of focus, both in intensity-
based [35] and in correlation-based imaging [32].
To show the convenience of the coherentlike imaging

capability of CHI, let us compare it with a typical frequency-
sweeping technique. To this end,we shall consider the image
obtained through the same imaging system of arm a, upon
isolating a single frequency by means of a filter centered
around ω0 and bandwidth δνf ; of course, the acquisition of
the complete spectral image requires that the center fre-
quency of the filter sweeps the whole spectral range of
interest. Bymodeling the filter frequency response through a
positive function f̃ðω0 − ωÞ, peaked around ω0 and vanish-
ing outside of the bandwidth, the obtained spectral image is

Iswðxa;ω0Þ ¼
Z

Ĩðx0;ωÞjg̃aðx0;xaÞj2f̃ðω0−ωÞdx0dω: ð6Þ

Equations (5) and (6) are very similar: The imaging device
described by ga and the spectral device (described by either
gb or f) play the same role, giving rise to separate
convolutions with the spatial and frequency dependence
of Ĩ. The similarities are even more marked by selecting a
filter bandwidth that matches the bandwidth of the spec-
trometer, namely fðω0 − ωÞ ¼ jg̃bðxbðω0Þ;ωÞj2. Even if the
optical and spectral performance are evenly matched in the
two cases under inspection, so that the same exact functions
are involved in the two equations, the key difference in the
image formation process remains: in fact, standard tech-
niques rely on an incoherent formation process, as deter-
mined by all positive-valued PSF appearing in (6), whereas
the measurement of the correlation function results in a
coherentlike superposition, as determined by the complex
functions appearing in (5).
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This can clearly be seen in Fig. 3, showing the optical
performance advantage of the coherentlike spectral image
encoded in the correlation function of CHI, over the
(incoherent) image obtained through frequency sweeping.
The simulation reports the spectral images of a sample
consisting of two statistically independent emitters; both
sources emit a Gaussian spectrum, centered at frequencies
ω1 and ω2, respectively. In order to compare the techniques
as fairly as possible, the frequency filter and the spectrom-
eter response have been set to be equal, Gaussian-shaped,
with bandwidth Δνspec ¼ Δνf ¼ jω2 − ω1j=π matched to

ðω2 − ω1Þ=π, where ω1;2. We have chosen ω1 ¼ 100 THz
and ω2 ¼ ω1 þ 50 GHz. Each of the two statistical emis-
sions from the sample is characterized by a very small
bandwidth, so that their spectral image is defined by the
filter-spectrometer resolution. Spatial information for the
two cases is measured through the same imaging device: a
4-f system made of two identical lenses, placed at twice
their focal length from each other, composed of two 50-mm
lenses; the entrance pupil has a 0.2 numerical aperture, with
Gaussian apodization for ease of calculation. In a 4-f
system, a perfectly focused image is retrieved by the image
sensor when the sample is in the first focal plane of the first
lens. It is well known that a large-aperture (incoherent)
imaging system can only retrieve a sharp image in close
proximity of the focus; the image features undergo severe
blurring upon moving away from the focus. On the
contrary, coherentlike imaging gives rise to a much longer
depth of field, regardless of the numerical aperture [35]. As
demonstrated in Fig. 3, the coherentlike nature of CHI thus
implies a significant advantage when the two sources
emitting at ω1 and ω2 are not put in perfect focus. In the
presented simulation, the two sources are identical:
Gaussian-shaped, with a width of 1 mm, centered at
x1;2 ¼ �2 mm, respectively, but are defocused by þ1 cm
and −1 cm, respectively (negative defocusing indicating an
axial displacement toward the entrance pupil, and vice
versa). Comparison between the upper and middle panels
of Fig. 3 shows that the spectral properties of the two
techniques (vertical axes) are identical, in accordance to our
choice of matching the filter and spectrometer performance.
However, the difference in imaging performance between
the two hyperspectral imaging modalities is immediately
evident: images from conventional hyperspectral imaging
are blurred by the circle of confusion, and are thus much less
localized than in CHI.
This is particularly evident by considering the panchro-

matic images obtained by integrating over the whole
spectrum, as reported in the bottom plot of Fig. 3. We
should also remark that, the conventional (incoherent)
information is always available in CHI: the imaging
arm, alone, gives the monochromatic (incoherent) image,
and the spectral arm the emission spectrum. Most interest-
ingly, CHI gives a panchromatic image by integrating the
correlation function over frequency; such a correlation-
based image has a much larger depth of field than the
correlation-free (i.e., intensity-based) image: the very
different nature of the two imaging modalities keeps
showing up even when spectral features are neglected.
In the Supplemental Material [34], we show a case in which
the improved depth of field characterizing coherent imag-
ing can be advantageous in a case of practical interest,
namely, when one needs to spatially resolve a collection of
possibly overlapping emitters, all characterized by the same
spectrum, as is customary, for instance, with markers used
in biomedical imaging applications.

FIG. 3. Comparison between the optical performance of con-
ventional sweeping hyperspectral imaging (top) and CHI
(middle). Bottom: panchromatic image obtained through inte-
gration in frequency.
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In the example of Fig. 2, we have considered a physical
regime in which the condition of isochronous detection
[Δt ¼ ðza − zbÞ=c] is approximately satisfied for the whole
sample, regardless of the position of details on the optical
axis. This situation is perfectly acceptable in CHI, thanks to
the phase sensitivity of the correlation function and its
connected coherentlike imaging behavior, which makes
CHI capable of collecting a focused image of the whole
sample, even with a modest numerical aperture. On the
contrary, conventional techniques based on incoherent
imaging yield a blurred image. This advantage of CHI is
envisioned to be particularly useful in scenarios such as
industrial inspection, when one wants to obtain a high-
resolution spectral image with as much depth of field as
possible, disregarding the details about the precise axial
placement of the sample features.
Apart from the peculiar features of CHI so far discussed,

the proposed approach has the further advantage of over-
coming the intrinsic limitations of both scanning and
snapshot hyperspectral imaging techniques. Snapshot tech-
niques are based on the simultaneous measurement, on a
single sensor, of both the spectrum and the image of the
sample, and are typically achieved by mounting spectral
filters on a conventional camera; each element of the image
is thus observed at different frequencies. This approach
entails a spatial resolution loss that is at least equal to the
number of measured chromatic components. For instance, a
Bayer matrix typically used in RGB imaging entails a loss
of resolution by a factor four. Nonsnapshot, also known as
scanning, techniques retrieve the spectral cube by acquiring
one of its three dimensions over time: A single snapshot can
be either a 2D image at a single frequency, so that the
chromatic component is obtained by frequency-scanning
(e.g., with a series of filters), or a linear image along with its
spectrum, in which case the other axis is acquired by
spatially scanning the sample along the remaining dimen-
sion. Thanks to the use of two disjoint sensors simulta-
neously collecting spatial and spectral information, CHI
can acquire the spectral cube without being intrinsically
subject to any such trade-off, thus enabling combining high
spatial and spectral resolution, with high acquisition speed.
Another disadvantage of conventional hyperspectral

imaging is its intrinsically wasteful nature of photons
emitted by the sample. This is true for both snapshot
techniques, where most of the optical intensity is lost
because of frequency filtering, and scanning techniques,
where one is only sensitive to a small portion of the object
or its spectrum, at any given time. Conversely, the peculiar
CHI decoupling of spatial and spectral measurement makes
use of the entirety of the photons emitted by the object,
possibly limited only by a finite angular acceptance of the
device and optical losses.
In summary, correlation-based hyperspectral imaging

represents a significant advancement in the field of spectral
imaging. By utilizing the inherent statistical properties of

light, CHI offers new possibilities for high-resolution,
sensitive, fast, and robust imaging across a wide range
of applications. As research and technology in this area
continue to advance, correlation-based imaging is expected
to play a crucial role in addressing some of the most
challenging problems of both snapshot and scanning
conventional methods.
The analogy in the working principles of CHI and

correlation 3D imaging [33,36–38] suggests the possibility
of merging the two techniques, possibly at the expense of
resorting to higher-order correlation functions.
In this regard, it is worth emphasizing that the working

principle of CHI does not rely on specific characteristics
tied to a particular frequency range, such as the infrared
emission considered in the reported simulations. In fact, the
frequency range and image quality of CHI will only be
defined by the choice of optical components and detectors
(e.g., by the frequency response of detectors and optics),
while the type of samples and spectral ranges of appli-
cability are basically the same as in conventional non-
spatially resolving spectroscopy.
Further research will be dedicated to optimize the

technique in terms of information content; in fact, despite
being a fast and computationally feasible tool, the cross-
correlation evaluation is not necessarily the optimal tool to
extract the information contained in the raw datasets
collected by the spatial and spectral detectors. This analysis
shall also be combined to the study (e.g., through Fisher
information) of the “photon efficiency” of the proposed
scheme; here, we shall limit ourselves to highlight a very
intuitive advantage offered by our approach over filtering or
sweeping techniques: even upon severe statistical filtering
(hence, information loss), our scheme still maintains the
capability, at least in principle, to collect and process all
incoming photons, thus leading to a significantly higher
photon efficiency.
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