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Abstract
MicroRNAs (miRNAs) are a set of short non-coding RNAs that play significant regulatory roles in cells. The study of miRNA 
data produced by Next-Generation Sequencing techniques can be of valid help for the analysis of multifactorial diseases, 
such as Multiple Sclerosis (MS). Although extensive studies have been conducted on young adults affected by MS, very 
little work has been done to investigate the pathogenic mechanisms in pediatric patients, and none from a machine learning 
perspective. In this work, we report the experimental results of a classification study aimed at evaluating the effectiveness 
of machine learning methods in automatically distinguishing pediatric MS from healthy children, based on their miRNA 
expression profiles. Additionally, since Attention Deficit Hyperactivity Disorder (ADHD) shares some cognitive impairments 
with pediatric MS, we also included patients affected by ADHD in our study. Encouraging results were obtained with an 
artificial neural network model based on a set of features automatically selected by feature selection algorithms. The results 
obtained show that models developed on automatically selected features overcome models based on a set of features selected 
by human experts. Developing an automatic predictive model can support clinicians in early MS diagnosis and provide new 
insights that can help find novel molecular pathways involved in MS disease.

Keywords MicroRNA expressions · Next-Generation Sequencing · Pediatric Multiple Sclerosis · Bioinformatics · Digital 
Health · Feature selection · Artificial neural networks · Classification

1 Introduction

Transcriptomics is one of the most important fields of study 
in Molecular Biology and Bioinformatics. In every living 
cell, at every moment, the information stored in the DNA is 
copied into RNA transcripts that are used for all the essential 
functions of a cell, such as the production of proteins. The 
copied portions of DNA are called genes, and the frequen-
cies of the gene copies produced in the cell under a given 
condition are called gene expressions. Next-Generation 

Sequencing (NGS) techniques allow biologists to decode 
and quantify the entire gene expression profile of a sample, 
i.e. the entire set of RNAs present in the sample at a specific 
time. NGS revolutionised Transcriptomics, as it allowed 
biologists to discover new genes and RNA transcripts. 
Before NGS, the gene expression profile was estimated with 
micorarrays, which are sets of pre-defined probes that pro-
duce signals when they recognize known genes. However, 
these are unable to detect new genes or transcripts contain-
ing unknown mutations. On the contrary, NGS allows the 
study of all of existing RNAs produced in a cell and has 
promoted the study of novel classes of RNA that play pivotal 
roles in the cell, such as microRNAs (miRNAs).

MiRNAs are a class of small RNAs that regulate the 
expression of other longer RNAs and the consequent pro-
duction of proteins (Bartel 2004). In recent years, research 
on miRNA-related problems has become a hot field in Bio-
informatics mainly because of the miRNA essential bio-
logical functions (Huang et al. 2011). The study of miRNA 
expression changes, in fact, offers the opportunity to identify 
biomarkers, i.e. molecules predicting the clinical course or 
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response to treatments, which can be useful for the (possi-
bily early) diagnosis of complex and multi-factorial diseases, 
such as Multiple Sclerosis (MS).

Multiple Sclerosis is a demyelinating autoimmune dis-
ease of the central nervous system that usually affects young 
adults (Olsson et al. 2017). The onset during childhood and 
adolescence is increasingly recognized (Chitnis et al. 2009), 
along with the demonstration of cognitive deficits in more 
than one third of these patients (Akbar et al. 2016). There-
fore, the study of pediatric MS (PedMS) patients offers a 
unique opportunity to investigate the pathogenic mecha-
nisms that occur in the early stages of the disease. To this 
end, the analysis of miRNA expressions can be of great help. 
Unfortunately, although miRNAs investigations have so far 
been performed in young adults, the pathogenic mechanisms 
underlying PedMS are still not fully understood. To this aim, 
in previous studies (Liguori et al. 2017, 2019), we investi-
gated the transcriptome profile of peripheral blood samples 
in a cohort of PedMS patients and further validated (with 
specific laboratory assays) miRNAs with statistically signifi-
cant increased or decreased expression in PedMS patients 
compared to healthy pediatric control (HC) subjects.

Bionformatic pipelines developed for miRNA expression 
analysis usually apply classical statistical tests to look for 
miRNAs that are differentially expressed between healthy 
controls and diseased patients (Love et al. 2014; McCarthy 
et al. 2012). This analysis allows us to isolate noticeable 
changes in expression; however, it fails to extract more com-
plex interactions among different disease-related miRNAs. 
Artificial Intelligence techniques, such as machine and deep 
learning algorithms, can be useful for capturing complex 
interactions among miRNA expressions and their relation-
ship with the concomitant disease. However, to the best of 
our knowledge, the use of machine learning techniques to 
correlate miRNAs with autoimmune diseases has not been 
studied so far.

Modeling miRNAs using machine learning methods 
poses some challenges. Redundant information is usually 
present in the data; furthermore, not all features are likely 
to be significant for classification purposes. This affects 
and sometimes invalidates the predictive modeling process. 
For this reason, feature selection techniques are commonly 
used to select a subset of relevant features (Inza et al. 2007). 
Selecting a subset of the most important features has sev-
eral advantages: model simplification; shorter training time; 
mitigation of the overfitting problem; and so on (Tang et al. 
2014). Moreover, while large samples are usually required 
to create accurate predictive models, in biological domains 
it happens that the number of features is very high, while the 
number of available observations is quite low. Furthermore, 
biomedical datasets are often unbalanced, as the number of 
positive samples (patients with a given disease) is typically 
less than the number of negative samples. When studying 

rare pediatric diseases, these problems are exacerbated 
because it is difficult both to find an adequate number of 
patients and to recruit healthy children who are allowed to 
provide blood samples by parents or legal tutors.

The aforementioned limitations require specific data pro-
cessing techniques capable of reducing the dimensionality 
of the input space, while balancing the samples under study, 
before any machine learning algorithm is applied. Moreover, 
as the results of the analyses must be validated by expert 
knowledge that should confirm the involvement of selected 
miRNAs in pathological conditions, intelligent tools that 
combine human expertise and computational methods for 
advanced data analysis are needed to develop more reliable 
predictive models.

In Casalino et al. (2019a) we carried out a preliminary 
investigation in which an artificial neural network was 
trained to learn to automatically separate PedMS subjects 
from healthy children. Specifically, we used a Chi-squared 
test as feature selection, along with a random oversampling 
and a hold-out validation scheme to build and evaluate the 
model. Although promising results were obtained, a fixed 
scheme was used to validate the classification performance 
of the predictive model, thus preventing more general con-
clusions from being drawn. In this paper, we extend our 
previous analysis (Casalino et al. 2019a) by considering 
different techniques for feature selection, oversampling 
and modeling, which are fairly compared for a more robust 
assessment of predictive performance. This work also inte-
grates a study in which we managed to find some machine 
learning models capable of detecting the presence of cogni-
tive decline in the PedMS cohort compared to HCs (Casalino 
et al. 2020).

The dataset under study includes miRNA expressions 
from children with MS and healthy children, as well as chil-
dren with Attention Deficit Hyperactivity Disorder (ADHD). 
In fact, ADHD patients have been observed to share some 
cognitive impairments with patients with PedMS. Hence, 
deriving a predictive model capable of distinguishing 
between the two diseases can be of great help for domain 
experts. Our work intends to develop a multi-class classifica-
tion model that is also able to discriminate between ADHD 
and PedMS, based on miRNA expressions.

The rest of this paper is structured as follows. Section 2 
deals with related work. Section 3 describes the experimen-
tal setup. Section 4 discusses the results obtained. Section 5 
concludes the work.
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2  Related work

In recent decades, a digitization process has involved sev-
eral aspects of daily life such as school, relationships, work, 
industry, etc. The healthcare sector has not been excluded 
from this transformation process.

E-Health, medical informatics, health informatics, tel-
emedicine, telehealth and mHealth are different terms used 
to refer to the same concept: the use of Information and 
Communication Technology solutions for health, healthcare 
and well-being.

Digital innovation has brought many benefits to the 
healthcare sector, becoming increasingly important. The 
big amount of structured personal health data is a large and 
valuable resource with many potential benefits. Faster diag-
nosis, improved monitoring, more effective treatment, reduc-
tion of medical errors, increased awareness of one’s health 
and healthcare opportunities are just a few examples of the 
emerging trend. In recent years, the World Health Organiza-
tion has used the more flexible expression digital health to 
refer to the application of Artificial Intelligence, Internet of 
Things, Big Data and Data Analytics to the healthcare sec-
tor. These technologies typically rely on huge amounts of 
different types of data, such as medical images, electronic 
health records, physiological signals, behavioral data, envi-
ronmental data and biological data. Automatic techniques 
are therefore needed to manage this large amount of data in 
order to extract useful knowledge (Fang et al. 2016).

Several machine learning algorithms have been proposed 
to extract meaningful knowledge from medical data. Deci-
sion tools support clinicians in making faster decisions 
about patient conditions (Altaf et al. 2017; Shortliffe and 
Sepúlveda 2018). Diagnostic tools use predictive algorithms 
to infer the presence or severity of a particular disease. The 
availability of a wide variety of data has made it possible the 
application of these technologies to various diseases, such as 
cancer (Cardillo et al. 2017; Huang et al. 2019), neurodegen-
erative diseases (Coviello et al. 2020; Diaz et al. 2019; Lella 
et al. 2019; Vessio 2019), heart disorders (Azar et al. 2016; 
Powar et al. 2019), diabetes (El-Sappagh et al. 2018), sleep 
apnea (Mencar et al. 2019), just to mention a few.

In the field of biological data analysis, Bioinformatics has 
acquired a growing interest due to the recent flow of data 
from DNA, genomic sequences and functional genomics 
obtained through the diffusion of NGS technology. The main 
role of Bioinformatics is to apply IT facilities such as data-
bases and software for biological data management, but the 
information extraction process requires algorithms capable 
of managing the complex relationships hidden in such data 
(Caponetti et al. 2014; Casalino et al. 2019b; Esposito et al. 
2019). In particular, the study of gene expression quickly 
required the expertise of the machine learning community, 

as it was tested in a huge number of biomedical applications 
(Di Gangi et al. 2018; Dimauro et al. 2019), thus producing 
large datasets that require advanced tools to be analysed.

Machine learning has been extensively applied to micro-
array data, e.g. (Afshar et al. 2018; Hinchcliff et al. 2019; 
Lancashire et al. 2009; Shipp et al. 2002) and some papers 
have been presented on NGS data (Leung et al. 2016). Some 
recent work can be found on the application of (mostly) ran-
dom forests and artificial neural networks to NGS miRNA 
data, applied to the search for biomarkers from saliva 
(Rosato et al. 2019), urine (Ben-Dov et al. 2016), and for 
melanoma (Torres et al. 2018) or other tumors (Elias et al. 
2017; Liao et al. 2018). Some works apply machine learn-
ing to microarray data for the study of MS (Acquaviva et al. 
2019; Fagone et al. 2019), while an extensive literature 
search actually provides few results on machine learning 
applied to NGS data for adult MS (He et al. 2019). To the 
best of our knowledge, currently the only NGS dataset for 
transcriptomic analysis of pediatric MS is the one used in 
this work. This study is the first attempt to apply machine 
learning approaches to this kind of data.

3  Experimental setting

The main objective of this work was to develop a data 
science-based framework for PedMS classification. We 
followed a classic workflow, including data acquisition, 
model building and model evaluation. In addition, a feature 
importance analysis was carried out. To cope with the highly 
dimensional and unbalanced data processed by us, data have 
been processed in order to obtain a more informative and 
easy-to-compute representation. In particular, three pre-pro-
cessing steps were performed, namely normalization, feature 
selection, and class balancing. These pre-processing steps 
were part of the model selection process, meaning they were 
applied only to the training set. Indeed, the a priori applica-
tion of normalization, feature selection and oversampling to 
the entire dataset inadvertently introduces a serious bias into 
the classification workflow that can lead to overly optimistic 
performance (Hastie et al. 2009). The experimental meth-
odology is described in detail in the following subsections.

3.1  Data

The data used for the present study were produced at the 
Institute for Biomedical Technologies of the Italian National 
Research Council (ITB-CNR), by sequencing small RNAs 
of peripheral blood samples obtained from 47 children. The 
sequence data files produced were processed with a stand-
ard bioinformatic pipeline. Extensive descriptions of this 
pipeline are reported in previous works (Liguori et al. 2017; 
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Nuzziello et al. 2019). Sequences were compared to known 
miRNAs databases, and sequence counts were calculated to 
estimate miRNA expressions. The resulting dataset includes 
expressions from the 1287 miRNAs detected in the 47 study 
participants. Subjects differ based on healthy conditions. In 
addition to healthy controls, we analyzed some patients with 
Multiple Sclerosis and others with ADHD. The number of 
subjects for each class, as well as some demographic char-
acteristics, are reported in Table 1.

More precisely, the dataset consists of 47 rows and 1287 
columns. Each row represents a single patient, who can be 
healthy, or affected by PedMS or ADHD. A column repre-
sents a specific miRNA associated with patients: each value 
is an expression of that specific miRNA for the specific 
patient. All expression values are numeric and not negative, 
and there is no missing value in the data. To get an idea of 
our data, the expression values of the first 15 miRNAs for 
all study participants are shown in Fig. 1.

It is worth noting that the age ranges between the patho-
logical groups do not overlap. While ADHD is diagnosed 
during the early school years, the pediatric onset of MS is 
a rare event and its diagnosis is often retrospective. This is 
why the clinicians who devised this project decided to also 
include some teen-aged patients in the recruitment phase.

3.2  Model fitting

Since each classification algorithm has its own mechanism 
for learning a model from data and thus its behaviour can 
vary significantly depending on the distribution of the data, 
we compared different state-of-the-art supervised learn-
ing algorithms suitable for classification. In particular, we 
considered random forests, extremely randomized trees and 
artificial neural networks.

Random forest (RF) is a tree-based method for classifica-
tion or regression that relies on the concept of bagging to 
build a “forest” of decision trees at training time and provide 
the majority vote of the classes predicted by the individual 
trees at test time (Breiman 2001). The bagging procedure 
consists of the iterative selection of a random sample with 
replacement from the training set and fitting a decision tree 
to this sample. Contrary to ordinary bagging, when building 
a decision tree, RF does not take into account the overall set 
of features but chooses random subsets. This is to avoid the 
growth of highly correlated trees. In extremely randomized 
trees (ET), randomness is pushed one step further, even by 
randomizing the cut-point choice while splitting each node 
of a tree (Geurts et al. 2006). This allows the variance of 
the forest to be further reduced, at the expense of a slight 
increase in bias. In the present work, for both RF and ET, 
500 trees were used to build the forest: this is a common 
choice. As a splitting criterion for the construction of the 
trees, we used the popular Gini index. The Gini index or 
Gini impurity is a measure of the probability of a particular 
variable being misclassified when it is chosen at random. It 
is calculated as follows:

Table 1  Data summary

Condition # Samples Age (avg ± SD) M/F

HC 20 8.83 ± 3.26 6/14
PedMS 19 15.48 ± 2.74 10/9
ADHD 8 9.78 ± 2.63 8/0

Fig. 1  Heatmap showing the expression values of the first 15 miR-
NAs of our data for all study participants. Note that in our dataset, 
healhy subjects are referred to as HCPE, while pediatric subjects with 

MS as PMS. The cooler rows indicate poorly expressed miRNAs that 
are likely to be ignored during model building by the feature selection
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where k = 1,… ,K are the different classes and p̂mk is the 
proportion of examples labeled with the class k at node m. 
It is worth pointing out that entropy is a good alternative 
to the Gini index: they are both measures of impurity. We 
found that when applied to our data these metrics turn out to 
be interchangeable and give the same results. We preferred 
to use the Gini index as it is faster to compute than entropy, 
which is computationally heavier due to the logarithm in 
the equation.

As an artificial neural network architecture, we used a 
classic multi-layer perceptron (MLP). An MLP is a feed-
forward neural network capable of learning a non-linear 
function approximator either for classification or regression 
(Murphy 2018). Contrary to the traditional logistic regres-
sion algorithm, which is based on a single weighted linear 
combination between the input layer and the output layer, 
an MLP has one or more non-linear (hidden) layers, which 
learn to represent the initial input with more abstract fea-
tures. In the present work, we considered an MLP with two 
hidden layers, each with 32 hidden units. During our exper-
iments, we found that slightly reducing or increasing the 
number of hidden units provides lower performance. Like-
wise, the use of more hidden layers has a negative impact on 
the classification performance, given the very large number 
of parameters to be optimized with respect to the very lim-
ited number of samples. As an activation function, we used 
the commonly used ReLU. Since the classification task is 
not binary, the output layer performs a softmax activation:

where K is the number of classes and zi is the i-th element of 
the softmax input, corresponding to class i. The output is a 
vector of the probabilities of a sample x to belonging to each 
class: the prediction provided by the network is the class 
with the highest probability. The network tries to optimize 
the cross-entropy loss function:

where y is a binary indicator that evaluates 1 if the class 
label k is the correct prediction for sample i, 0 otherwise; 
while pi,k is the predicted probability that i is of class k. 
The loss function was minimized through backpropagation 
using the Limited-memory BFGS algorithm (Liu and Noce-
dal 1989). This is an optimization algorithm in the family of 
quasi-Newton methods that is known to perform well when, 

Gini =

K
∑

k=1

p̂mk(1 − p̂mk),

softmax(z)i =
exp(zi)

∑k

l=1
exp(zl)

,

L = −

K
∑

k=1

yi,k log(pi,k),

as in this case, the training data is small (Morales and Noce-
dal 2011).

3.3  Normalization

Before feeding the classification algorithms with data, they 
underwent a normalization, feature selection and oversam-
pling process. The activity of miRNAs and their relative 
expression can have effect on different scales. This could 
hamper the quality of the predictive model derived from the 
data. To mitigate this effect, we applied a common stand-
ardization so that all features values were bounded in the 
interval [−1, 1] . From each value xi in each feature x, a stand-
ardized value x̂i is obtained by removing the mean value � 
and dividing it by its standard deviation �:

3.4  Feature selection

As mentioned above, the number of features in our dataset 
is disproportionately greater than the number of subjects. To 
significantly reduce the dimensionality of the data without 
loosing too much information, we propose to apply a feature 
selection method. It is worth noting that feature selection 
techniques are generally preferred to feature extraction tech-
niques in this context, as they preserve initial information. 
In fact, in medical applications this is a necessary condition 
to obtain the interpretability of the results.

For classification purposes, we have fixed the feature 
selection strategy to be used and we have chosen one based 
on a linear support vector machine (SVM) (Scholkopf and 
Smola 2001) classifier. Linear models penalized with a regu-
larization term, such as the �1 or �2 norm, have sparse solu-
tions, as many of their coefficients are zeroed or reduced to 
very small values. When the goal is to reduce the dimension-
ality to use the reduced feature space with another classifier, 
linear models can be used to select the non-zero or higher 
coefficients. To select features based on their importance 
weights, we fit a linear SVM, with �2 penalty and regulari-
zation parameter C equals to 1, and dynamically kept the 
top-ranked features. It is worth noting that �1 is better for 
making feature vectors sparse instead of �2 . We made this 
choice for performance reasons, as using �1 produces lower 
results. One reason for this could be that many small values 
in our feature vectors add up and provide some useful infor-
mation for classification.

Additionally, because each feature selection technique can 
produce slightly different results than alternative techniques, 
we also used two other feature selection strategies to perform 
a feature importance analysis. More specifically, we used 

x̂i =
xi − 𝜇

𝜎
.
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a recursive feature elimination (RFE) with the same linear 
SVM classifier and a selection based on the feature impor-
tance given by an ET model, with the same parameters pre-
viously described. As for RFE, the method removes the least 
significant features in iterations (Yan and Zhang 2015). The 
process is computed iteratively until all features are removed 
from the feature set, then the final output is a ranked fea-
ture list. Regarding the tree-based method, for each tree, the 
feature importance was calculated as the decrease of node 
impurity weighted by the expected fraction of the samples 
reaching that node. For the overall forest, the normalized 
feature importance were simply summed. Overlapping the 
three feature rankings produces a feature set that represents 
a more robust selection of the most important features that 
describe the examples in the dataset.

3.5  Class balancing

As discussed above, the dataset exhibits class imbalance (see 
Table 1), as the number of patients with ADHD is signifi-
cantly lower than the number of subjects belonging to the 
other two classes. Class imbalance should be avoided as it 
may mislead the classification results. Common methods 
for balancing a dataset are undersampling and oversampling 
(Theodoridis and Koutroumbas 2008). In undersampling, 
a subset of samples is removed from the over-represented 
class. In oversampling, new samples are generated from the 
under-represented class. Undersampling is not suitable for 
our dataset, as the total number of samples is small. For this 
reason, we applied oversampling.

There are many oversampling techniques available; 
among these we have chosen two very popular strategies, 
i.e. random oversampling and SMOTE (Chawla et al. 2002). 
Random oversampling is a naïve strategy in which new sam-
ples are simply generated by random sampling with replace-
ment of currently available samples. SMOTE, on the other 
hand, generates synthetic data points using the k-nearest 
neighbor algorithm. Given a sample x, a new sample x′ is 
generated considering its k nearest neighbors. Then, one of 
the nearest neighbors xz is selected and a sample is created 
as follows:

where � ∈ [0, 1] is a random number. In this work, we set 
k = 5 . This setting was due to the small size of the dataset 
which constrains the use of small values for this parameter, 
otherwise the algorithm is unable to find k neighbors of a 
sample in the feature space. Lower values result in slightly 
lower performance.

x� = xi + �(xz − xi),

3.6  Validation

The classification performance was validated with a 5-fold 
cross-validation. This scheme is generally preferred when 
dealing with small datasets, as in our case. With this scheme, 
the set of examples is divided into five folds: one fold is 
treated as a test set; the remaining folds form the training 
set. The whole procedure is repeated 5 times, until each fold 
is used once as a test set. It is worth noting that the split-
ting was stratified by diagnosis so that each fold contained 
approximately the same number of subjects from each diag-
nostic group. We also experimented with leave-one-out, 
where only one example is selected as a test instance each 
time, yielding very similar results. We preferred to use cross-
validation for computational purposes, as it is much less 
computationally expensive than leave-one-out.

4  Results

The results of two experiments are reported below. In the 
first experiment, we compared the three classification mod-
els, i.e. RF, ET and MLP, on the original dataset without 
oversampling. Then, we chose the best model to evaluate 
which oversampling technique was capable of providing bet-
ter performance. In the second experiment, we performed a 
feature importance analysis. First, we compared the features 
automatically selected by the methods we used with the fea-
tures selected by the domain experts. Finally, we compared 
the best model, based on the automatically selected features, 
to a model based on the features that matched the domain 
expertise.

Classification results are reported in terms of well-known 
metrics: accuracy, precision and recall. Accuracy is the frac-
tion of correctly classified instances relative to the overall 
dataset:

where TP, TN, FP and FN represent the number of true posi-
tive, true negative, false positive and false negative predic-
tions, respectively. Precision is calculated as follows:

Intuitively, precision is the model’s ability not to label a 
negative sample as positive. Similarly, recall is calculated 
as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
,

Precision =
TP

TP + FP
.

Recall =
TP

TP + FN
.
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Intuitively, recall is the model’s ability to find all the posi-
tive instances. It is worth noting that in the following are the 
mean values for each classification metric, averaged over all 
iterations of the cross-validation scheme.

4.1  Classification performance

Table 2 reports the results obtained from the three classifica-
tion models on the original dataset without oversampling. As 
can be seen, the best overall accuracy was obtained by MLP, 
achieving a value of 0.79 in the correct classification of the 
three classes. By looking at the precision and recall value for 
each class, it can be observed that the three models were col-
lectively able to accurately detect healthy control subjects. 
Conversely, as regards diseased patients, the performance 
obtained suggest that all models are deceived by possibly 
overlapping pathological patterns and tend to mistakenly 
categorize subjects with ADHD as subjects with PedMS. 
However, it should be noted that this may have happened 
due to the few ADHD samples.

To overcome this bias, we chose the best algorithm, 
namely MLP, and replicated the same classification by 
applying a random oversampling or SMOTE. The results 
are shown in Table 3. Applying random oversampling does 
not improve the recognition accuracy of the ADHD class, 
but it also reduces performance on the other two classes. It 
appears that duplicating the same data does not help to find 
meaningful patterns in ADHD, but only introduces addi-
tional variance in the data. Instead, performance improves 
using SMOTE: both the prediction accuracy of PedMS class 
and that of the ADHD class increase, although the latter 
continues to show unsatisfactory results.

4.2  Comparison with features selected by domain 
experts

Table 4 shows the 40 top-ranked features, among the initial 
1287 features, selected as an overlap between the feature rank-
ings of the methods described in Section 3.4. Table 5, on the 
other hand, reports a subset of the 42 most important features 
proposed by biology experts. This subset contains some results 
of the differential expression analysis previously performed on 
this dataset and a list of miRNAs known to be involved in the 
disease under consideration. We only kept the top 40 features 
of the ranked list produced from our feature selection process 

to make a fairer comparison to the 42 important features previ-
ously selected by the domain experts. It can be noted that the 
set of features selected by domain experts is partially over-
lapping with the set of automatically selected features. Spe-
cifically, the two lists share nine common miRNAs (let-7i-3p, 
miR-125a-5p, miR-128-3p, miR-130b-3p, miR-221-3p, miR-
484, miR-501-3p, miR-652-3pm, miR-942-5p), a complemen-
tary miRNA (let-7b-3p instead of 5p) and two variants (miR-
30c-2-3p and miR-30d-3p instead of miR-30e-3p), for a total of 
12 miRNAs already known to be involved in pediatric MS. The 
list of the remaining 28 miRNAs was presented to the domain 
experts and they found that nearly all of them (26 out of 28) 
have a role in neurodegeneration and other neuronal functions 
such as neuron genesis, development, projection and death. In 
addition, significant upregulation of miR-744 was observed 
in peripheral blood mononuclear cells of treatment-naïve MS 
patients compared to controls and the expression level of miR-
939 was lower in plasma samples from MS patients compared 
to controls (Søndergaard et al. 2013), while in a very recent 
study miR-4286 was found to be over-expressed in lesions of 
the gray matter of MS (Fritsche et al. 2019).

Finally, to complete our evaluation we compared the best 
model obtained with the automatically selected features in 
combination with SMOTE with the same model but trained 
on the subset of 42 features based on domain knowledge: 
results are reported in Table 6. We found that the model 
obtained by training the neural network on the features pro-
posed by the experts achieves an overall classification accu-
racy of 0.79, which is slightly lower than the overall accuracy 
achieved by the model obtained with our selection of features, 
i.e. 0.81. Interestingly, the model using the features selected 
by the experts shows perfect recall for the healthy control 
class, while showing lower prediction accuracy in patient 
classification. In particular, performance for the ADHD class 

Table 2  Classification 
performance of the three 
supervised learning algorithms 
without oversampling

Class RF (Accuracy = 0.72) ET (Accuracy = 0.74) MLP (Accuracy = 0.79)

Precision Recall Precision Recall Precision Recall

HC 0.78 0.90 0.83 0.95 0.90 0.90
PedMS 0.67 0.74 0.71 0.79 0.76 0.84
ADHD 0.67 0.25 0.33 0.12 0.50 0.38

Table 3  Classification performance of MLP with random oversam-
pling and SMOTE

Class Random (Accuracy = 0.74) SMOTE (Accuracy = 
0.81)

Precision Recall Precision Recall

HC 0.85 0.85 0.90 0.90
PedMS 0.71 0.79 0.80 0.84
ADHD 0.50 0.38 0.57 0.50
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drops further. This can be explained considering that the 
experts selected their features by an analysis of miRNAs that 
are expressed differently between HC and PedMS, while no 
experience was gained on patients with ADHD.

5  Conclusions

In this paper, we presented a classification study of pediat-
ric patients with Multiple Sclerosis, based on their miRNA 
expressions obtained with NGS technology. A first contribu-
tion consisted in proposing a neural network model for the 
automatic discrimination of PedMS from healthy controls 
and children with ADHD. Furthermore, a comparison with a 
classification model built on the 42 features proposed by the 
domain experts confirmed the effectiveness of the proposed 
method in correctly identifying significant features that led 
to promising classification results. The model developed 
was more accurate in detecting the healthy control group. 

Specificity above sensitivity indicates that the decision sup-
port system is better at detecting the absence of disease in 
the healthy population than at detecting the presence of dis-
ease in the pathological group. These results suggest that 
a screening test based on our tool may be able to correctly 
exclude disease from the healthy population, so it may be 
useful for ruling in disease when a positive response is 
obtained. As for the diseased classes, the proposed model 
is confusing. This behaviour may be justified by the fact 
that ADHD patients share some cognitive impairments with 
PedMS patients, so there may be significant overlap between 
the molecular pathways of these two categories. 27% of 
PedMS patients, in fact, tend to show cognitive symptoms 
similar to those with ADHD (Weisbrot et al. 2014).

Of course, the results obtained strongly depend on the 
available dataset which is quite small. Indeed, the size of the 
current dataset has been limited by the rarity of the PedMS 
onset and includes all the patients recruited over a 3-year 
period. In fact, as previously mentioned, the pediatric onset 
of MS is a rare event and its diagnosis is often retrospective. 
Unfortunately, collecting a large sample of data in clinical 
settings is a time-consuming and expensive process involving 
many aspects, including privacy issues, which are even more 
delicate when dealing with child patients, as is our case. It 
would be useful to repeat the experiments proposed in this 
work with a larger dataset. Also, as future work, it would be 
interesting to consider other feature engineering or representa-
tion learning strategies to achieve the goal of model creation 
and compare performance with the method proposed here.

Table 6  Comparison of the classification performance obtained 
by the proposed MLP with the features automatically selected and 
SMOTE and those obtained by the same MLP with features based on 
domain expertise and SMOTE

Class Proposed (accuracy = 0.81) Experts (accuracy = 0.79)

Precision Recall Precision Recall

HC 0.90 0.90 0.91 1.00
PedMS 0.80 0.84 0.78 0.74
ADHD 0.57 0.50 0.43 0.38

Table 4  List of 40 miRNAs 
selected by our feature selection 
procedure

let-7b-3p let-7i-3p miR-125a-5p miR-128-3p miR-130b-3p
miR-1468-5p miR-221-3p miR-30c-2-3p miR-30d-3p miR-3150a-3p
miR-3200-5p miR-3667-3p miR-381-3p miR-3909 miR-4286
miR-4489 miR-4731-3p miR-4731-5p miR-4746-5p miR-484
miR-501-3p miR-5096 miR-543 miR-5695 miR-582-3p
miR-619-5p miR-652-3p miR-6770-3p miR-6801-3p miR-6816-3p
miR-6820-3p miR-6868-3p miR-6883-3p miR-6884-3p miR-7110-3p
miR-744-5p miR-758-3p miR-877-5p miR-939-5p miR-942-5p

Table 5  List of 42 miRNAs 
selected by domain experts let-7a-5p let-7b-5p let-7i-3p let-7i-5p miR-10a-5p

miR-125a-5p miR-128-3p miR-1304-3p miR-1307-3p miR-130b-3p
miR-140-3p miR-144-5p miR-148b-3p miR-151a-3p miR-151b
miR-15b-5p miR-16-2-3p miR-16-5p miR-181a-2-3p miR-181a-5p
miR-182-5p miR-185-3p miR-185-5p miR-21-5p miR-221-3p
miR-25-3p miR-26a-5p miR-26b-3p miR-26b-5p miR-27b-3p
miR-28-3p miR-29a-3p miR-30e-3p miR-30e-5p miR-320a
miR-3605-3p miR-484 miR-501-3p miR-652-3p miR-6842-3p
miR-942-5p miR-99b-5p
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As a final observation, we report that this work was 
the first attempt to create a classification model useful to 
support experts in analyzing miRNA data obtained from 
pediatric patients. This model can be used as a tool to dis-
tinguish the three classes of diagnosis in a fully automatic 
way, uncovering hidden relationships among miRNAs 
that cannot be derived from a classic differential expres-
sion analysis. Furthermore, the 40 miRNAs automatically 
selected by the proposed feature selection method can be 
further analyzed to derive other biological observations, 
such as an assessment of the genes that are regulated by 
those miRNAs and an analysis of the molecular pathways 
involved in the activation of the target genes, both for the 
study of pediatric Multiple Sclerosis and for novel inves-
tigations about ADHD. To fully assess the importance of 
the selected features, a thorough biological investigation 
is required since most of the functions of miRNAs are still 
unknown. This work represents the first step towards the 
development of an intelligent system capable of support-
ing the expert in the analysis of miRNA expressions for the 
early diagnosis of pediatric Multiple Sclerosis. To this end, 
further work is underway to combine miRNA expression 
data with other patient clinical data in order to obtain more 
powerful diagnostic support tools.
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