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TWISTOR GEOMETRY OF THE FLAG MANIFOLD

AMEDEO ALTAVILLA, EDOARDO BALLICO, MARIA CHIARA BRAMBILLA, AND SIMON SALAMON

ABSTRACT. A study is made of algebraic curves and surfaces in the flag manifold F = SU(3)/T2,
and their configuration relative to the twistor projection 7 from F to the complex projective plane
P2, defined with the help of an anti-holomorphic involution j. This is motivated by analogous
studies of algebraic surfaces of low degree in the twistor space P? of S%. Deformations of twistor
fibres project to real surfaces in P2, whose metric geometry is investigated. Attention is then
focussed on toric Del Pezzo surfaces that are the simplest type of surfaces in F of bidegree
(1,1). These surfaces define orthogonal complex structures on specified dense open subsets of P2
relative to its Fubini-Study metric. The discriminant loci of various surfaces of bidegree (1,1)
are determined, and bounds given on the number of twistor fibres that are contained in more
general algebraic surfaces in F.
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1. INTRODUCTION

The purpose of this paper is to study the complex 3-dimensional flag manifold F and some of the
associated geometrical structures arising from its description as the homogeneous space SU(3)/T>.
If we fix an invariant complex structure on F then there are three natural projections from F to the
complex projective plane P2, one of which (call it 7) is neither holomorphic nor anti-holomorphic.
The resulting three fibrations play an implicit role in the classification of harmonic maps of surfaces
into the complex projective planes P? [18] [19], though in this paper, we shall be more concerned
with real branched coverings of P? defined by the choice of an algebraic surface in F.

Let p be a point of P? and £ a line in P2. The pair (p,£) defines a point of F if p € £. We can
regard a line £ in P? as a point in the dual complex projective plane P2V, so that F is naturally an
algebraic subvariety of P2 x P2V, This is the standpoint that we adopt in the early sections of this
paper, in which our notation exploits to a maximum the underlying elementary linear algebra. For
example, the relation p € £ is equivalent to the vanishing of the pairing p¢, and the line through
two distinct points p, g can be represented by a cross product p X q. Section [2| uses the resulting
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double fibration to compute Hodge numbers defined by line bundles O(a,b). This also enables us
to associate a bidegree to both curves and surfaces in F.

Section[3|focusses attention on the most basic families of curves and surfaces in the flag variety F.
A family V of curves L, of bidegree (1, 1) is parametrized by the complement of F in P? x P2V, and
realizes each element of V as the intersection ¢ N H,, of two Hirzebruch surfaces of type 1. Each
of these surfaces can, merely by their description as a subvariety of IF, be viewed simultaneously as
a P! bundle over P! and as the blowup of P2 at one point. An arbitrary smooth curve of bidegree
(1,1) has the form L, for some (g, m) with gm # 0. We study intersections between members of
this family and various Hirzebruch surfaces.

Section [4] deals with the classification of surfaces S in F of bidegree (1,1), each of which cor-
responds to a complex 3 x 3 matrix A up to the addition of a scalar multiple of the identity and
rescaling. There is an analogy with the simultaneous diagonalization of quadratic forms, but in
general A will not be diagonalizable, which leads to singular and reducible examples. Indeed, the
classification of all such surfaces provides a geometrical illustration of Jordan canonical form in
the simplest of cases. We then proceed to study the equivalence of such surfaces under unitary
transformations.

We begin to examine the twistor picture in section [5} The Hermitian structure allows one to
associate to p a line p* € P2V, and to £ a point £* € P2. The anti-linear involution j: (p, £) — (¢£*,p*)
of F has no fixed points. We can then define 7 by mapping (p,¢) to the point p* x £ € P2.
Then 7m commutes with j, and exhibits F as the twistor space of the complex projective plane
P? with its standard (self-dual) Fubini-Study metric. The distinction between P? and P2V is now
less important, and we obtain a triple 71,7, 75 of fibrations of F — P2. They are permuted by
means of outer automorphisms (of which j is one) arising from the Weyl group of SU(3), but are
distinguished by our choice of complex structure on F.

Local sections s of 7 parametrize almost complex structures .J on open sets of P2, and a fun-
damental property of a twistor space asserts that the image of s is holomorphic if and only if J
is complex, i.e., its Nijenhuis tensor vanishes. The involution j maps J to —J and, in the twistor
context, j-invariant objects are called ‘real’. In the analogous situation of the Penrose fibration
P3 — S, there has been extensive study of algebraic surfaces in P? and their associated orthogonal
complex structures in domains of S* [35, 2l [3, 4, 5], (15 6], [7, 211, .

Section [f] explains the relevance of the basic geometry of curves and surfaces to the twistor
theory. The fibres of the twistor fibration 7 form a real subfamily of V, whereas a generic smooth
curve L, ., projects to a surface of revolution, whose first fundamental form (induced from the
Fubini-Study metric) we identify. As ¢ approaches the line m, the image predictably acquires a
dumbbell shape, reflecting the degeneration of L, ,, to two lines. The underlying U(1) symmetry
enables us to visualize this in Figure [7] and other relevant surfaces of revolution are constructed
in Section [9] and diplayed in Figure [7}

If a complex 3 x 3 matrix A has three distinct eigenvalues, then the associated surface S in F is
a smooth Del Pezzo surface of degree 6. Any such surface is invariant by the action of the maximal
torus T? of diagonal matrices in SU(3), and this allows us to use toric methods to describe its
behaviour relative to the twistor projection. Such surfaces S have bidegree (1,1), and are the
analogues of quadrics in P3. For example, S is j-invariant if and only if A is Hermitian, and in
this case S contains a family of twistor fibres parametrized by a circle. It then becomes a natural
problem to understand the configuration of such a surface relative to 7, and to determine how
many fibres of 7 it can contain.

The problem of determining the branch locus of certain (real or toric) surfaces of bidegree (1,1)
relative to 7 is considered in Section In Section we learn that a (1,1) surface can contain zero,
one, two, or (if real) infinitely many twistor fibres. This is first proved by Bézout-type methods,
and then more explicitly. All these cases are realized by various examples. The final Section [J]
describes the twistor fibres and branch loci of smooth but non-real (1, 1) surfaces.

We conclude with some observations that will not be pursued in this paper, but which suggest
alternative approaches to, and generalizations of, our work.

There are close analogues of our results with those of [35] on the Penrose fibration P? — S4.
This is to be expected since the twistor spaces P? and F incorporate an open orbit of a complex
Heisenberg group, and are birationally equivalent, a fact that extends to any two Wolf spaces of
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the same dimension [I3]. From the twistor viewpoint, surfaces of bidegree (1,1) in F evidently
correspond to quadrics in P3; this is the conclusion of the investigation in Section @ We expect
surfaces of bidegree (2,1) or (1,2) (‘Del Pezzo double planes’) to relate to cubic surfaces in P3.
The latter can contain at most 5 twistor lines (and some do) [§], and according Corollary the
former can contain at most 6 twistor lines (but this may not be optimal). On the other hand, the
flag variety is a richer environment in which to study surfaces, owing to its natural fibrations to
planes. For example, surfaces of bidegree (2,2) in F are K3 surfaces for which the non-commuting
involutions arising from 7 and 7y give rise to non-trivial dynamics [37].

There is a also a link between F and P? at the topological level. Reducing the structure group
of F to SO(3), one can define complex conjugation as an anti-holomorphic involution acting simul-
taneously on each factor of P? x P2V, Composing this involution with j gives rise to a holomorphic
involution & of F that covers complex conjugation ¢ in P2. It is well known that the orbifold
P2/(o) is homeomorphic to S*, now thought of as the sphere inside the irreducible 5-dimensional
representation of SO(3). The quotient F/(o) can be identified with the secant variety of a rational
normal curve in P4, and corresponds to the twistor space of S* with its orbifold metric [26].

For a generalization of the approach of Section [5| and triple fibrations in the context of Spin(7)
and triality, we cite [32].

2. PRELIMINARIES

In this section, we set up notation that will allow us to work with the flag manifold F.

Throughout the paper, we denote by P" the complex projective space P(C"*1), and by PV its
dual P((C"*1)V). For the most part, n will equal 2. We shall always regard elements of C3 as row
vectors, and elements of the dual space (C?)¥ as column vectors, with transpose also indicated by
the superscript V. We shall retain this distinction at the level of homogeneous coordinates, so that
the row vector p = (po, p1, p2) defines [pg : p1 : p2] in P2, and the column vector £ = (£g, {1, o)
defines [€g : €1 : 5]V in P?V. Assuming our vectors are non-zero, we shall abuse notation by writing
p € P? and ¢ € P2V, so that the assertions p € £ (geometry) and p/ = 0 (algebra) can be used
interchangeably.

We study now the bi-projective space P? x P2V, Its Segre embedding into P® is induced by the
map (p,£) — £p, in homogeneous coordinates

polo pilo  p2lo
([po:p1:pa, lo: b1 :6]Y) — |pols pily p2la
pola pile  p2ls

Its image (the Segre variety) is a fourfold of degree 6 in P8, see for example [24]. We have a diagram

P? x P2V
VN
]P>2 HDQ\/

in which II; and IIs are the standard projections with IT;(p, ) = p and Iy (p, £) = ¢. Their fibres
are linear sections of the Segre variety of codimension 2.

What follows is some relevant algebra. Let R := Clpg, p1,p2] be the complex vector space of
all homogeneous polynomials in the variables pg, p1,p2. Analogously, set RY := C[lg, {1, f2]. The
spaces R and R" are graded in the usual way, so that R, denotes the vector space of homogeneous
polynomials of degree a in the variables pg, p1,p2. In view of the Segre embedding, we consider
P :=R®&c RY. Then P is a polynomial ring in the variables p;, ¢;, bigraded in the following way.
Set Pap :=Ra @c Ry for (a,b) € N2, so that
M P= B P dimPos= ("))

Multiplication of polynomials induces a bilinear map P 5 X Pe.d — Pate,btd-
For any a,b € Z, we set Opzxp2v(a,b) = I17Opz2(a) ® I15Op2v (b). The Leray-Hirsch theorem (or
the Kiinneth formula) implies that Pic(P? x P?V) = 72 is freely generated as an abelian group by
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Opzyp2v (1,0) and Opzyp2v (0, 1). Since the canonical line bundle wp2 is isomorphic to Opz(—3), we
have the expression

Wp2 xp2v = OPQ x P2V (73, *3)
for the canonical bundle of P? x P2V,

Next, we compute Hodge numbers using the Kiinneth formula. This gives
(2) ' (Ops v (a,b)) = Y b (Ops(a)) h' ™ (Opev (b))
j=0

for all i € N and (a,b) € Z2. From , Serre duality and the cohomology of line bundles on P?,
we deduce
a+2\ (b+2 . 2
Lemma 2.1. (i) h%(Ossypov(a,b)) = {( 2)(27) i (ab)eN
0 if either a < 0 or b < 0;
(ii) h'(Op2 xp2v(a,b)) = 0 for all (a,b) € Z?;
(iii) h?(Opzyp2v(a,b)) = 0 if eithera >0 and b > —2, ora= —1, ora < —2 and b < 0;
(Z’U) hB(OPQ < P2V (CL, b)) 0 fO’f’ all (CL7 b) S ZQ;
(v) h*(Op2ypav(a,b)) = 0 if either a > —2, or b > —2.

These results will be refined in the next subsection.

2.1. The flag manifold. We next define the main object of study.

Definition 2.2. The flag manifold is the algebraic subvariety of P? x P2V given by
F:={(p,0) e P> xP? |p e (}.
Since the condition p € £ is equivalent to pf = 0, we have the coordinate description
F:={([po:p1:pa], [o:t1: ZQ]V) € P? x P ‘ polo + p1l1 + pals = 0}.
In future, we shall favour the algebraic way of expressing incidence. We shall denote the restrictions
of the standard projections to the flag manifold in lower case: m; := IL;|p for ¢ = 1,2. The two
maps 71 : F — P? and 79 : F — P2V are locally trivial P*-bundles. In particular, F = P(},(1))
with m : P(Q.(1)) — P? the natural projection as a P'-bundle.
The fibres of m; and 75 can easily be described explicitly. Let ¢ € P2 and m € P2V, Then

7' (q) = {(p.0) € F | ¢¢ =0},
7r2_1(m) ={(p,¢) e F| pm =0}

are linear sections of codimension 3 and so smooth rational curves. Observe that 7, *(¢)N7y *(m) #
@ if and only if gm = 0.

With notation from the previous subsection, we can regard pf = polg+ p1f1 +p2f2 as an element
of P11. Set S :=P/(pl). Since S is the quotient of a bigraded polynomial ring by a principal ideal
generated by a bi-homogeneous polynomial,

(3) S= @ Sa,b

a,b
is also bi-graded. Here, S, is a complex vector space, and multiplication in the ring S induces a
bilinear map Sgp X Se,d =+ Sate,b+d-

Set

Or(a,b) := 77 Opz(a) ® 75 Opav (b).
The Leray-Hirsch theorem applied to the map 71 : P(Q}2y (1)) — P2 implies that any line bundle
on F is isomorphic to Og(a,b) for a unique (a,b) € Z2. Since F is an effective divisor of P? x P2V,
we can apply this statement to the line bundle that generates F. Indeed, since the fibers of II; are
linear sections of the Segre embedding of P? x P2V, we must have F € |Op2 . p2v (1, 1)].
Since wpz xp2v = Opz «p2v (—3, —3), the adjunction formula gives the expression

(4) wr = O(—2, —2)

for the canonical bundle of the flag manifold.
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From the exact sequence
(5) 0— O]p:2><]p>2v (a -1, b— 1) — O[pa < P2V (a, b) — O]F(CL, b) —0
and Lemma 2.1 we get:
(38 = () i (ab) eN?
0 if either a <0 orb <0

(ii) h*(Og(a,b)) =0 if either a >0 and b >0, or a <0 and b < 0;
(iii) h?(Og(a,b)) = 0 if either a >0 and b > —2, ora = —1, or a < —2 and b < 0.

Lemma 2.3. (i) h°(Og(a,b)) =

Since Sqp = H(Op(a,b)), we have that S, ; has dimension (“3?)("1?) — (“31) (°31), for all (a,b) €
N2, In particular dim(S; 1) = 8.

Basic results regarding the flag manifold from a related point of view can also be found in [31]
§1.1].

2.2. Automorphisms. This subsection briefly describes the projective and unitary automor-
phisms of the flag manifold F. We shall only need the latter from subsection onwards, so
we start from the ambient bi-projective space.

The family of automorphisms of P? x P2V is generated by pairs (By, Bs) in SL(3,C) x SL(3,C),
acting via matrix multiplication as

(B1,By) - (p,£) = (pBy !, Bal).

To obtain the family of automorphisms of F it is sufficient to consider those transformations that
preserve the equation pf = 0. Applying (Bj, Bs), one gets

pl = (pBy 1) (Baf) = p(By ' Bs)Y,

so By = Bs. We deduce that the automorphisms of F are generated by matrices B € SL(3,C)
acting as

(6) B (p7 é) = (prl’ Bé)

Of course, €*™/3] acts trivially on F, so the projective group acting effectively is PGL(3,C) =
SL(3,C)/Zs.

The subgroup of projective unitary transformations is defined by imposing a reduction from
SL(3,C) to the special unitary group SU(3). For the purposes of calculation, it will be more
convenient to allow B € U(3), given that the centre of U(3) will always act trivially. The realization
of the flag manifold as the twistor space F of P? will require us to restrict to this compact subgroup.

Having fixed an origin in F, we can further reduce SU(3) to its standard maximal torus T
consisting of diagonal matrices. Because the resulting isotropy representation of F = SU(3)/T
has three irreducible real components, there is (up to homothety) a 2-parameter family of SU(3)-
invariant Riemannian metrics on F. This family includes two Einstein metrics, a Kahler and a
nearly-Kihler one. Both can be constructed as submersions over P? with the Fubini-Study metric
grs on P2, which will however be the only metric relevant to this paper.

The choice of the maximal torus T gives rise to the Weyl group W = N(T')/T = S3, where
N(T) is the normalizer of T in SU(3). An element of W can be represented by a matrix in SU(3)
permuting the coordinates. This projective action will be relevant in the classification of canonical
forms for surfaces, see Remark [£.4] There is however a different representation of W that acts
non-trivially on cohomology and is especially relevant to the twistor geometry of section [5 see

Remark [5.3]
3. SOME CURVES AND SURFACES IN THE FLAG MANIFOLD

We start with the concept of bidegree for a curve:

Definition 3.1. Let C C F be an algebraic curve. We define its bidegree bdeg(C) = (di,d2) as
follows: we say that d; = 0 if 7;(C) is a point; otherwise d; = a;b;, where a; = deg(m;(C)) and
bi = deg(ﬂ'|c).
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FIGURE 1. Suppose that ¢ ¢ m. Then L, ,, consists of pairs (p,¢) such that g € ¢
and p = ¢ Nm. In the figure, (p;, ¢;) are four elements of L ,.

The fibres of m; and 7 provide the most obvious examples. For any p € P2 and m € P2V, we

have
bdeg(mi ! (p)) = (0.1)
bdeg(r, " (m)) = (
Moreover, we can identify

(7) Nﬂ_l—l(p)’]F = WT(NP,PZ) =71 (Opz ® Opz) = Op ® OF.

as the normal bundle of a fibre of m; in F.
We recall that an algebraic submanifold is said to be integral if it is reduced and irreducible.
The symbol ~ will be used throughout this paper to indicate biholomorphism.

Remark 3.2. Let C C F be an integral projective curve with bdeg(C) = (di,d2). Then, for
i € {1,2}, we have the following:
e If d; = 1, then C is rational. Indeed, 7;(C) ~ P! and deg(m;(C)) = 1.
e If d; = 0, then d3_; = 1. Indeed, if m;(C) = {p}, then C C m; ' (p) ~
C is integral, C' = W{l(p). In particular, by , Ner = O

This concludes an analysis of the easy cases.

P! and hence, since

3.1. Curves of bidegree (1,1). We next define the fundamental family of curves of bidegree
(1,1). See [9, p. 438, Example 3], [25, p. 147], [20], §4.3] and [31, Section 1.1].

Definition 3.3. Fix (¢, m) € P? x P?V such that (¢,m) € (P? x P?V)\F, so gm # 0. The formula
Lym :={(p,0) €F|pem, £3q}={(p,f) eP*xP? |pl =0, ¢/ =0, pm = 0}
defines a family V of curves in F.
Given p, ¢ € IP?, the line passing through p and g is represented by the column vector
(P1g2 — P2q1 : P2go — Pog2 : Poq1 *PNJO)V,

which we shall denote by p x q. The cross product is the natural isomorphism
(8) A%(C) = (€)Y,
induced by an SL(3, C) structure on C3. In the same way, the intersection £Nm of two lines is the
point represented by the row vector
(Lrmg — Lamy, Lamg — Loma, Lomy — £1mo),

which we denote by ¢ x m. We further abuse notation by writing p x ¢ € P?Y and ¢ x m € P2.
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The cross product formulae are suggestive of computation, and we shall use them below in
preference to the equivalent set theoretic statements.

Remark 3.4. Tt is easy to see that bdeg(L,.,) = (1,1). Indeed, Ly, N7, *(¢') # @ if and only
if ¢'m = 0, in which case
Lom Ny ' (¢) = {(d' 0 x )}
Note that ¢ x ¢’ is defined because ¢ does not lie on m. Similarly, Ly, N w{l(m’) # @ if and only
if gm’ = 0, in which case
Lym N1yt (m) = {(m x m’,m’)}.
By Remark we have L, ~ P! for any (¢,m) € (P? x P?V)\F.
The geometry of such curves is described further in Lemma below.

Our next result describes the possible intersections of two elements in V.

Lemma 3.5. Let (q,m), (q',m') be distinct points of (P? x P2V) \ F.
(1) If g # ¢’ and m # m/, then Ly ., N Ly e # @ if and only if the point m N'm/ lies on the
line qq’, in which case Lqm N Ly e = {(m xm/, g x ¢')}.
(it) If g = ¢’ and m # m’, then Ly, N Ly m = {(m xm/,q x (m x m’))}.
(i1i) If g # ¢ and m =m/, then Ly N Ly m = {((g x ¢') x m, ¢ x ¢')}.

Proof. The results rely on an analysis of the following system, representing a point (p, £) of inter-
section of the (1, 1)-curves L, and Ly

polo +p1l1 + pale =0

qolo + q1l1 + q2l2 =0
(9) pomg + pimy + pama =0

aolo + q1t1 + qzla =0

pomg + pimi + pams =0
Assume first that ¢ # ¢’ and m # m’. By considering the third and fifth equations, we get that
the first component p of the intersection must lie on m and m’, i.e. p = m x m/. Similarly, by from
the second and fourth equation, the second component ¢ equals ¢ x ¢’. Given the first equation
(characterising IF), this solution is admissible if and only (m x m')(¢ x ¢') = 0.

Assume next that ¢ = ¢/ and m # m’. As before, we get that p = m x m’. The latter is distinct
from ¢ (for otherwise ¢ would lie in m Nm’), hence we see that £ must be the line pq. If follows
that £ = ¢ x (m x m’), and (ii) is established.

Case (iii) is completely analogous. O

The following is an immediate consequence of the previous lemma:

Corollary 3.6. Let (g,m),(q',m') € (P? x P?Y)\ F. Then Ly, intersects Ly s if and only if
(mxm')(gxq')=0.
Example 3.7. Take Ly ., Ly m €V such that
q=1[i:0:0, m=[1:1:0, and ¢ =1[1:1:0], m' =[i:0:0].
Then Lgm N Ly m =@. For g x ¢ =[0:0:4Y andmnm’ =1[0:0:1].

We have seen that (P2 x P2V) \ F parametrizes a complex 4-dimensional family V' of rational
curves in F. If we extend the definition of L ,, to the case ¢ € m, we find that

(10) Lgm =71 (q) Uy " (m)

is the union of the respective fibres meeting in (¢, m) € F. Referring to Definition these two
fibres correspond to the respective possibilities that p = ¢ (which forces g¢ = 0) or £ = m (which
forces pm = 0). The algebraic closure V is therefore P2 x P2V, formed by adjoining these reducible
curves. In other words, V is the Hilbert scheme that parametrizes all closed subschemes of F having
Hilbert polynomial 2¢ + 1 with respect to the Segre embedding. See also [31, Lemma 1.5]).
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3.2. Surfaces of bidegree (1,0) and (0,1). As for the case of curves, but perhaps more naturally,
we can consider a notion of bidegree. Subsequently, we shall focus mainly on the cases of ‘low’
bidegree.

Let dy,ds € N be any pair of natural numbers. We set Op(dy,ds) = 7fOpz(d1) ® 75 Op2v (da),
and use |Op(dy,dz)| to denote the projective space P(H®(Op(dy,dz))). From now on we denote O
by O if no confusion will arise.

Definition 3.8. Let S C F be an algebraic surface in |O(dy, d3)|. Then we say that S has bidegree
(d1,dz), and we write bdeg(S) = (d1, d2).

Fix m € P2V and ¢ € P2. The former represents a line in P2, which set-theoretically equals
71 (75 1 (m)). The latter defines a line in P2V (corresponding to a pencil of lines in P?), which is of
course (77 1(g)). These objects pull back to surfaces in F:

Definition 3.9. Given m € P?" and ¢ € P2, set
Hy o=yt (mi(my H(m)) = {(p,£) € F [ p € m}
H =7y (ma(m(a) = {(p,0) € F | £ g}

In words, H,, is the set of pairs (p,¢) € F such that p moves on m, while ,H is the set of pairs
(p,¢) € F such that £ contains g. Using the cross product, we also have

(11) Hpy = {(p,0) | pt =0, pm =0} = {({ x m,{) | £ € P?V}
(12) = {(p,0) |pl =0, ¢¢ =0} ={(p,pxq) | p e P*}.
If p, ¢ are distinct points of P2, then
1 (p) N oH = {(p,p x q)}
consists of a single point. Similarly, if [ = m then
7y H(0) N H,, = {(£ x m, £)}.

It follows that bdeg(,H) = (0,1) and bdeg(H,,) = (1,0). We can also deduce this from (T, since
oH is defined by the equation g/ = 0 that is linear (of degree one) in the ¢; and H,, is defined by
one linear in the p;.

On the other hand, it is easy to see that any surface S € |O(0,1)| has the form ,H for some
q € P2, and any surface S € |O(1,0)| has the form H,, for some m € P?V. Hence the family of
surfaces S € |0(0,1)| is parametrized by P? and has complex dimension 2. Any two elements of the
family are projectively equivalent because SL(3, C) acts transitively on P2. The same considerations
hold for elements in |O(1,0)|.

Since 7~ 1(q) C (H and 7~2(m) C H,,, we obtain the following result.

Corollary 3.10. Both H,, and ,H are Hirzebruch surfaces of type 1. Indeed, m blows up P? at
q, and Ty blows up P?V at m.

Any two Hirzebruch surfaces of ‘like’ type intersect in a fibre of w1 or my. Indeed, for m # m’

and g # ¢, we have
Hy N Hyy =m0t (moxm/), JHNgH=m"(gxq).
It follows that any two bidegree (1,0) or (0,1) surfaces always meet, while the intersection three
generic (1,0) (respectively (0, 1)) surfaces is empty. Moreover, for any ¢ € P? and m € P2V such
that ¢ € m, we have
JHNHp =Lgm
while, if ¢ € m, we get
JHNH,, =77 q) Nmyt(m).
It follows that the triple intersection
Hy O Hyp O gH =77 mx m!) N H = {(m xm',q x (mxm'))}

is a single point. In conclusion,
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Proposition 3.11. The intersection of Hirzebruch surfaes can be summarized by the products

O(1,0) - O(1,0) - O(1,0) =0,

O(1,0) - 0(0,1) - O(1,0) = 1,
0(0,1)-O(1,0)- 0(0,1) = 1,
0(0,1) - 0(0,1) - 0(0,1) =

Remark 3.12. Thanks to the previous proposition, we are able to compute ¢? for a generic surface
S of bidegree (a,b). Indeed, given that wp = O(—2,—2), we also have that wg = O(a — 2,b — 2),
and hence ¢ = O(a — 2,b—2) - O(a — 2,b—2) - O(a,b). Therefore
ci = [(a—=2)0(1,0) + (b= 2)0(0,1)] - [(a = 2)O(1,0) + (b — 2)O(0,1)] - [aO(1, 0) + bO(0,1)]
= 3a®b + 3ab® — 4a® — 4b* — 16ab + 12a + 12b.

We now show an important interplay between curves of bidegree (1,1) and surfaces of bidegree
(0,1) and (1,0).

Lemma 3.13. Let C C F be a connected curve of bidegree (1,1). Then C = (H N H,, for some
(g, m) € P2 x P?V. In particular, if C is smooth then gqm # 0 and C' = L .

Proof. Since m(C) is a line, then C C H,, for some line m € P?V. Similarly, C C ,H for some
point ¢ € P2. Therefore

CC,HNH,
and, since bdeg(Lg,m) = (1,1), we conclude that C' ~ (H N Hy,. O

Note that the union 77 ' (q) Um, *(m) with ¢ & m consists of two skew lines, in contrast to . It
is therefore a reducible (1, 1)-curve, given by two disjoint components of bidegree (1,0) and (0, 1).

We now pass to work on the normal bundle. Recall [34] that any vector bundle on P! is a direct
sum of line bundles Op1(a1) @ Op1 (az).

Lemma 3.14. Let C C F be any smooth rational curve. Then C has bidegree (1,1) if and only if
its normal bundle N¢ is isomorphic to the direct sum of two line bundles of degree 1.

Proof. Let (dy,ds) be the bidegree of C and let Ng ~ Opi(a1) ® Op1 (as).

Since C' is smooth, we have the exact sequence
(13) 0 —Tc — Tpc — No — 0,
where the first non-trivial map is the inclusion and the second is the projection on the quotient.
Notice the since F is homogeneous, then Ty is globally generated, and the same holds for N¢.
Hence a1,as > 0.

Since wp = O(—2,—-2), we have det(T¢) = Or(2,2). Thus deg(Tf|c) = 2d1 + 2ds. Moreover,
since C' is rational, then T ~ Op1(2). Hence deg(T¢) = 2 and deg(N¢) = a1 + az. Therefore,
from the exact sequence in ([L3), we have

a1 + as = 2dy + 2do — 2.

Now if a; = as = 1 we have dy + do = 2 and we conclude by Remark
On the other, if dy = d2 = 1 we have a1 + ay = 2, with a1,a3 > 0. Moreover a; # 0 # as, by
Remark 3.2 O

This lemma is relevant to the deformation of twistor fibres, see forward to Remark

3.3. Surfaces of bidegree (0,d). We add this subsection for completeness. Let C' be a curve of
degree d in P? and consider the surface S = 7, '(C). The surface S has bidegree (0,d). Then the
restriction

mols: § — P2V

is a cover of degree d of P2, branched over the dual curve CV. Indeed, 75 ' (¢) = {(p,£) : p € £NC}.
The following lemma states that any (0, d) surface in F arises in this way:

Lemma 3.15. Given an integer d > 0, if S is an integral surface in |O(0,d)|, then S = 77{1(0),
where C C P? is a degree d integral curve.
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Proof. Since S € |0(0,d)|, we have dimm;(S) < 1, while 795 is a d : 1 covering. Moreover, it is
easy to see that 71 (S) is a plane integral curve C of degree d. Clearly, for a general line £,, C P2,
CNLy={p1,...,p5}- Now

d
SNH, =mY(CNL,)= U 7 (pr)-
k=1

Hence, by Proposition [3.11] for a general g € P2, we get
d=|(SNH,) N H| = 0p(0,d) - O(0,1) - O(1,0) = d,
where the last equality follows from Remark [3.11} O

We omit the proof of the following result.

Proposition 3.16. Fiz d > 0 and let Sy, Sa be integral surfaces of bidegree (0,d). Let C; = ma(S;)
for i = 1,2. Then S1 and So are isomorphic projective varieties if and only if C1 and Cs are
1somorphic projective varieties.

4. CLASSIFICATION OF SURFACES OF BIDECREE (1,1)

This section provides a description of all (1,1)-surfaces contained in the flag manifold, and a
classification of them up to projective equivalence. We then proceed to classify the smooth surfaces
up to unitary equivalence, in preparation for the twistor geometry that is introduced in the next
section. Recall that, by Remark the set of the (1, 1)-surfaces has complex dimension 7.

Given a 3 x 3 complex non-scalar matrix A, we define

(14) Sa=A{(p,¢) €F|pAl=0}.

This is a surface of bidegree (1,1), since its intersection with a generic fibre of each projection
is one point. Indeed, being the zero locus of an element of Sy,1 (cf. (3)), it belongs to |O(1,1)].
Conversely, any surface of bidegree (1,1) in F will be defined by an element of P; 1, equivalently by
a suitable matrix A. The surfaces of bidegree (1, 1) are therefore parametrized by the matrices of
the Kronecker pencil (see e.g. [28 §10.3]) of the form sA+tI, where A is a complex 3 x 3 non-scalar
matrix and s,t € C, with s # 0.

For each class, we can (i) choose a representative with a zero eigenvalue, and (ii) if there is a
non-zero eigenvalue we can assume it equals 1. This can be achieved with suitable choices s and t.
By listing the resulting Jordan canonical forms, we deduce

Lemma 4.1. Any (1,1)-surface is projectively equivalent to Sa, where A is one of the following
matrices:

00 0 000 010
Ai=(o0o 1 0], A4a=[0o00]|, 4=]00 0],
0 0 A 00 1 00 1
010 010
A= o000, 45=]00 1],

00 0 00 0

where A € C\ {0,1}.
We proceed to give geometric descriptions of some of the resulting classes of surfaces.

4.1. Smooth (1,1)-surfaces. This class is a natural one to distinguish. Up to projective equiva-
lence, it can only arise from matrices of type Aj.

Proposition 4.2. Let S be a smooth (1,1)-surface in F. Then S is a Del Pezzo surface of degree
6, and is unique up to biholomorphism.

Proof. By the adjunction formula we have wg = O(—1,—1)5. Hence S is a Del Pezzo surface of
degree 6 (by Remark [3.12]). From the classification in [I7, §8.4.2] we get the uniqueness up to
biholomorphism. O

We can describe these Del Pezzo surfaces more explicitly:
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FIGURE 2. A smooth (1, 1)-surfaces of type A; can be seen as the blowup at three
points in general position in either P? or P2V.

Proposition 4.3. If A is a 3 x 3 complex matrix A that admits three distinct eigenvalues, then
the associated surface Sy is smooth. It can be realized as the blowup (i) of P? via w1 at three points
corresponding to the left eigenvectors of A, or (ii) of P2V wia mo at three points corresponding to
right eigenvectors of A.

By left (respectively, right) eigenvector, we mean a row (respectively, column) vector satisfying
the obvious equation. Of course, the left eigenvectors are transposes of the (more usual) right
eigenvectors of AV. But the left-right formalism is more in keeping with our approach.

Proof. For (i), let py1, p2, p3 be points in P? corresponding to three linearly independent left eigen-
vectors. We prove that the restriction of m; to S4 is a blowup of P? in such points. This is indeed
a degree 6 Del Pezzo surface.

Given ¢ € P2, we have

7 g) N Sa = {(g,m) € P? x P2V | gm =0, gAm = 0}.

The two conditions gm = 0 and gAm = 0 are dependent if and only if ¢ is a left eigenvector of A.
In this case, we have 7 *(¢) C Sa. Since the set 77 *(¢) NS4 is a point for generic ¢, we conclude
that (m1)|s, is the blowup of P? at py,ps,ps.

Case (ii) is similar. O

Remark 4.4. If the three left eigenvectors of A correspond to points pq, p2, p3 in P2, then the right
eigenvectors of A correspond to the lines py X ps, p3 X p1, p1 X po in P2V, see Figure . A triple of
eigenvalues (aq, g, ag) is projectively equivalent to (0,1, A), where A = (a3 — 1) (a2 — o). Let

1 1 A A—1
(15) A_{/\’ )\’1 )\’1—)\’)\—1’ A }
By permuting the eigenvalues, we see that the sets {0,1, N} with A’ € A are all projectively
equivalent. We may regard A as a real cross ratio.

4.2. Singular (1,1)-surfaces. We now describe the set of singular surfaces of bidegree (1,1). We
shall prove the next proposition directly using linear algebra, and then reconcile its statements

with Lemma (4.1)).

Proposition 4.5. The family of singular (1,1)-surfaces contained in F is parametrized by an irre-
ducible variety of dimension 6 and each irreducible singular (1,1)-surface has ezxactly one singular
point. The family of reducible (1, 1)-surfaces in F has dimension 4 and each reducible (1,1)-surface
is of the form ,H U H,,, for some (g,m) € P? x P2V,
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Proof. Let Sa be a (1, 1)-surface defined by a matrix A. The Jacobian of the map C3 x (C3)¥ — C2
defined by

(16) ((po, p1,p2), (Lo, b1, 0)) — ( pAl )

pl
Al Ap
L p )

It has rank less than 2 at the point (p,£) € F if and only if p is a left eigenvector and ¢ is a right
eigenvector of A, with the same eigenvalue. Imposing these conditions, given that p{ = 0, we
automatically get (p,£) € S4.

Thus S 4 is singular if and only if the system

can be represented by the matrix

pA=Ap
(17) Al =\
pl =0

admits a non-trivial solution (p,f) € P? x P2¥. We want to prove that this happens if and only
if A\ has algebraic multiplicity greater than one. This would imply that the family of singular
(1,1)-surfaces has codimension 1 in the 7-dimensional family of (1, 1)-surfaces, and (with reference
to Lemma is irreducible.

Suppose that p is a left eigenvector of A with eigenvalue A of algebraic multiplicity 1, and that
p is an eigenvalue of A distinct from X. If (A — pI)?¢ = 0 then

0=p(A—pl)* =\~ p)’pt

so pf = 0. It follows that the 2-dimensional annihilator of the row vector p is spanned by right
eigenvectors or generalized eigenvectors with eigenvalues distinct from A. Hence, there is no non-
zero column vector ¢ that solves (17)).

Suppose that A is an eigenvalue of A of algebraic multiplicity 2. Denote by V) and W, the
respective left and right eigenspaces for A. We have the following two cases.

(1) Suppose that V) = {p} has dimension 1, and set W) = {¢}. Then there exists a generalized
eigenvector p, satisfying p(A — AI) = p, and
(18) pl =p(A— )l =0.

It follows that (p,¥) is a solution of . The argument above shows that there are no more
solutions (projectively speaking).

(2) Suppose that V) has dimension 2. In this case, P(V})) represents an element m € P2V, and
P(Wy) represents an element ¢ € P2. There two subcases.

(i) Firstly, assume that there is an eigenvalue p distinct from A, and that g is a left eigenvector
for p. Since A(p x q) is a multiple of (pA) x (gA) by , it follows that p x ¢ € W, and
(p,p x q) solves for any p € V. These solutions give rise to the curve

Lym ={(p,0):pem, £>q}

of singular points in S4. It follows from that S4 is the reducible surface (H U H,,,
where gm # 0.

(ii) Secondly, assume that A has a unique eigenvalue A (which we could take to be 0). Then
the solutions to are given by

{(g,0): e Wa}U{(p,m) :p € Va} =y () Umy ' (m).
We again have S4 = ;H U H,,,, but in this subcase mq = 0.
Since we have seen that each reducible (1, 1)-surface is of the form (H U H,, for (q,m) € P? x P2V,
we conclude that the set of reducible (1, 1)-surfaces has complex dimension 4. O
We end this section by summarizing the behaviour of the five canonical cases:

e 54, is smooth.
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U1

As

Suy y U]

FIGURE 3. Non-smooth non-reducible (1,1)-surfaces S4 have only one singular
point. The disposition of the eigenvectors of A and AV is described here.

FIGURE 4. Non-smooth reducible (1,1)-surfaces are singular along an element of

V: either a curve Ly ,, for the case Az or the union of two intersecting fibres
77 (q) Umy t(m) for Ay.

e Sa, = [0:01)H U Hip.0.1) is reducible and singular on
Lio:0:11,j0:0:1] = {([po : p1 : 0], [lo : €1 : 0]Y) | polo + 1ty = 0}.

e S4, has only one singular point ([1:0:0],[0:1:0]).
e Sa, = [0:1:00H U H[1.0:0] is reducible and singular on

A 1 0:0] Uyt [0:1:0] = {([po:0:pa],[0: £y : La] | paby = 0}.

e S4, has a unique singular point ([1:0:0],[0:0:1]).

4.3. Unitary equivalence. The realization of the flag manifold of the twistor space F of P2 will
require us to restrict to unitary automorphisms of F, as defined in subsection [2.2
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Given a (1, 1)-surface S in F, we know that A is projectively equivalent to ones of the matrices
A; of Lemma Hence there is a non-singular matrix C such that

C7AC = A;,

By ‘QR-factorization’, C' can itself be decomposed as C = QR where @ € U(3) and R is upper
triangular. Hence,
Q'AQ = RA;R!
is upper triangular. In other words, up to unitary equivalence, we can still assume (at least) that
A is upper triangular.
Let us begin with the smooth case. Recall that S4 is smooth if and only if A has three distinct

eigenvalues. After adding a scalar multiple and re-scaling, we can assume that these are 0,1, A
with A € C\ {0, 1}, so that

(19) A=

o o o
o~ Q
> o o

However, this representation is not unique. Let
€i191+i192 0 0
X = 0 ez 0
0 0 1
be a diagonal unitary matrix. Then
O aei’ﬁl bei’l91+i192
(20) XAX'=10 1 cetVz
0 0 A

parametrizes the orbit of A under the standard maximal torus T2.

Proposition 4.6. Let A, A’ be the matrices defined by respectively and

0 o ¥
A=101 ¢
0o 0 X

Then A and A’ are unitarily equivalent if and only if A = N and A’ has the form .

Proof. Let us first assume that the matrices A and A’ are unitarily equivalent, so that there exists
X = (x;;) in U(3) such that XA = A’X. This equation translates into the system

0= 2910’ + 231V

0 =291 + 3¢

0= .%'31)\/

110+ T12 = T22a’ + w30l

T91@ + Ty = Tog + T3aC

x310 + T3 = w30\

110+ x12¢ + 213\ = w230” + T33b
Z21b + Tooc + a3\ = T3 + x33¢/
x31b + T32¢ + 33\ = w33\,

and immediately gives 31 = x9; = 232 = 0. But as X is unitary and now upper triangular, it
must be diagonal. Thus, x13 = 212 = x93 = 0 and |211]| = |z22] = |222]| = 1. Substituting above,
we get

r11a = IEQQG/

z11b = w33

T99C = 1‘336/

33\ = w33\,
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from which we get
(21) abch = X5 |d'| = lal, V'] = b, || =|c|; ab'c=a'bc.

This implies that o’ = e'’1a,c’ = ¢™2c and b’ = ¢/("1772)p and leads to case (i). Conversely, we
have already seen that any matrix is unitarily equivalent to A. O

Remark 4.7. Recall that the surface of bidegree (1,1) S4 defined by a matrix A of the form
is invariant if we modify A by adding multiples of the identity and rescaling. But in order
to return to the canonical form we would need to apply an element of the Weyl group of SU(3),
which acts by permuting the standard coordinates of C3. Or, we could reverse the order and start
by transforming A into one of

0 b a A0 0 1 0 ¢ A0 O 1 ¢ 0

0 X 0 ], c 1 0], a 0 b |, b 0 a |, 0 A O

0 ¢ 1 b a 0 0 0 A c 0 1 a b 0

The first three matrices are the result of applying a 2-cycle, and the last two of applying a 3-cycle.
Then in special cases, if one or more of a,b,c vanish in A, the new matrices can be put in to
canonical forms as follows:

0o %2 ¢ 00 0 00 -c 00 0 0 & 0
o1 o]),{o1 o |,{fo1r - |],l01 =% |, {0 1 o0

A A— 1
0 0 1+ 0 0 25 0 0 1-X\ 0 0 2 0 0 X

Then if we denote by S(X, a,b, ¢) the surface defined by a matrix A of the form (19)), we deduce
that S(A,0,0,0) is unitarily equivalent to S(\,0,0,0) for any X' € A defined in Remark
Moreover, we have the following relations of unitarily equivalence:

1 b a

S()\,CLb,O) ~ S<>\a XaX?

O> S(A\,0,b,¢) ~ S(1— A, 0,—c,—b),

A—1 a 1 c
S()\,G,0,0) ~ S(A’070,_>\>7 S()\,O7O,C) ~ S(H’H’()’O)

Notice that, even in the general case, when abc # 0, it is possible to find different canonical
forms. For example consider the following example: Let A of the form 7 with a € R and take

a 1
~Vo Ve
X = e
\/a +1 a?+1
0 -1

It is easy to check that X is unitary, and to compute that

1 a (ba+c)
a?+1
r_ T _ ac—b)
A = XAX 0 0 — |
0 0 A

hence, for a € R, we obtain that

S(\ a, b, ¢) ~ 5(1 _a gt (“C_b)).

Var+1 Va1
Corollary 4.8. Let Sy be a smooth (1,1)-surface where A is as in Formula ([19), with [a:b:c] €
P2. Then its stabilizer is trivial.

Proof. The proof is a direct consequence of the computations given to prove Theorem applied
to A and A" = A. O
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5. TWISTOR THEORY

We now study the flag manifold as the twistor space of P2, in the context of 4-dimensional
Riemannian geometry. Following [0, Example 3, p. 438], [20, §4.3, p. 500], [25, Remark p.147] and
[30, Ex p. 0], we construct the twistor projection explicitly.

Consider the Hermitian product

(p.q) = pq" = poQo + P17y + P2Ts;

where p = (po, p1,p2) and q¢ = (qo, q1, q2) are row vectors, and ¢* = g*. This pairing induces the
anti-linear bijection

(22) C* = (C*)Y, ¢~ q".
We shall extend the asterisk notation to projective classes by writing
p=po:pip] €P? = p"=[p Do’ € P,
and p* can be thought of as the line at infinity £;°. We can similarly convert a line into a point:
0=l : 1ty : 03] eP?y = = [Co : £y : €s) € P2
The twistor projection 7 : F — P2 is defined by
(23) m(p,£) =p* x L.

Recall that this cross product is the point of intersection of the two lines, i.e. p* N ¢ = {p* x ¢}.
The equation

7([po : p1 : a2, [lo : 41 < €a]") = [Prla — P2ty : Palo — Pola : Pols — Pilo]
gives a coordinate representation of .
The introduction of the bijection allows us to regard the projections 71, 7w, w on the same

footing. If we set m3(p,¢) = ¢*, then w1, 7,75 are all maps F — P2. A point (p,£) € F defines a
unitary splitting

(24) C* = ()@ (p* x ) & ("),

and our projections now correspond to the three components. Note that 75 is now anti-holomorphic,
while the twistor projection 7 is neither holomorphic nor anti-holomorphic.

P2
|
F
RN
P2 P?

5.1. Almost complex structures. Fix a point z = (p,¢) in F, and set ¢ = 7(z) = p* x £.
Referring to , we have an identification

(25) (ToF.J) = ((p") @ (7)) & () @{a) & (¢") @ ().

of the holomorphic tangent space to F for the complex structure J that arises from P2 x P2V, which
we have been considering. These choices ensure that the projections 71, 7, mo behave appropriately
with respect to J, in particular that 7 is holomorphic. It is well known that m1: F — P2 can be
identified with the projectivized tangent bundle P(TP?). The same is true of the non-holomorphic
fibration m: F — P2 except that in this case the realization of J is more complicated; this is the
heart of Penrose’s twistor space concept [9, [33].

The analogue of for the standard complex structure J on the projective plane is

(26) (T,P*, ) = (") @ () & ((¢") @) =LoL".

Geometrically, L is tangent to the line £ and L is tangent to the line p* (both lines pass through q).
We can now see that is ‘constructed’ by combining a vertical component (the first summand)
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with a horizontal component whose almost complex structure J' is a twisted version of defined
by setting
J = J on L
—J onlLT,

In this way, each fibre 771(q) ~ U(2)/T? parametrizes almost complex structures on 7,P? that are
orthogonal relative to the Fubini-Study metric:

(27) grs(J' X, J'Y) = grs(X,Y).
In the context of this paper, we record

Definition 5.1. An orthogonal complex structure is a complex structure defined on an open subset
of P? satisfying at each point.

5.2. Symmetries. One can relate the fibers of w1, 7w, 75 by exploiting the obvious 3-fold symmetry
inherent in the unitary description of F.

Definition 5.2. Let ji, 7, jo be the diffeomorphims of F defined by

jl(pvg) = (pap X @*)
i) = (p")
j2(pa E) = (p* X Ea é)

Each of these transformations are involutions. For example,

(71)*(p, £) = (p,p x (p x £*)*) = (p,p x (p* x 1)),

but the projective class p x (p* x £) equals ¢ by the well-known vector identity, given that the scalar
product pf vanishes. Each involution ji, j, jo permutes the projections complementary to my, 7, 75
respectively. In particular,

T =710 jo = s O J1.

The involutions therefore generate the symmetry group Ss that permutes the projections 71, 7, ms.
Notice that (only) j is anti-holomorphic.

Remark 5.3. The group Ss we have just defined is a representation of the Weyl group W of
SU(3), mentioned in subsection To understand this, regard a point of F as a right coset g7,
where T = T? is the isotropy subgroup of SU(3) fixing a point (the ‘origin’) of F. If w € N(T)
then we can define an action

w- (9T) = (gT)w™" = (gw)T.

Suppose that w &€ T (so that w is not the identity in W). Then w does not act on F as a holomorphic
isometry (that would be the action g7 — wgT), and fixes no point g7 € F.

The six complex structures induced on F by Ss are precisely the SU(3) invariant complex
structures considered in [I4]. Each can be defined in terms of decomposition analogous to (25)),
which was used to specify the standard one J. These six structures are supplemented by two non-
integrable almost complex structures +.J’, which render the three fibrations 71,7, T2 equivalent.
Moreover, even permutations in S3 act J’-holomorphically on F, and it is this fact that allows one
to generate harmonic maps of Riemann surfaces into P? from holomorphic ones [18].

Any element of the gropup Ss generated by Definition [5.2] commutes with the action of group
of unitary automorphisms discussed in subsection For example,

B-j(p,0) = ("B~ Bp*) = (BO)*, (pB™1)") = j(B - (p, 1)),
for B € SU(3). Moreover, these equations yield
Lemma 5.4. A projective automorphism of F induced by B € SL(3,C) is unitary if and only if
B Oj = ] o B.

A unitary automorphism of F commutes with each of the three projections 7,7, m, and is
completly determined by its action on the base P? of any one of these projections. The relevance of
an anti-holomorphic involution in the definition of twistor spaces is discussed in [9} 20} 25| 29, [30].
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5.3. Twistor fibres. This subsection analyses more carefully the fibres of 7.
Definition 5.5. Given g € P? we call 7=1(q) a twistor fibre or twistor line.

Given ¢ € P2, we have
7 q) ={(p,0) €F | p* x Lt =¢q} ={(p,{) €F | ¢¢ =0, pg* = 0}.
From the general theory in the citations above, we know that the fibers of 7 are rational j-invariant
curves with normal bundle O(1) @ O(1). Lemma and tell us each curve L, ,, has the
same properties once we impose j-invariance. Indeed, Definition [3.3] implies that
™ Hq) = Lg,q--
In particular, any twistor line also has bidegree (1,1).

The family of twistor fibres is obtained as the set of fixed points of the anti-holomorphic invo-
lution j acting on the space of parameters of the closure of (1,1)-curves. Whence,

Lemma 5.6. The set of twistor fibers is a Zariski dense subset of V.
Notice the analogy between the previous lemma and [2] Lemma 3.2].

Remark 5.7. Since j(Lgm) = L= ¢+, the curve L ,, is j-invariant if and only if it is a twistor
fibre. The latter define a real (i.e. j-invariant) slice of V, see Deﬁnition Conversely, V = P2 x P?
can be thought of as the compactified complexified space of twistor fibres, analogous to the role
that the Klein quadric Gra(C*) plays in Penrose’s twistor theory for P3.

Given the vector identity
(m x ¢*)(g x m*) = —|m x ¢*[
(before we projectivize), Lemma implies that Lq m N 5(Lg,m) = Lgm N Lm= - is empty if and
only if ¢, m* are distinct points of P, i.e. L, ,, is not a twistor fibre. On the other hand, provided
pq* # 0,
w1 (p) Ny (@) = 7 (p) Ny (a) = 2,
so in this case j generates a skew pair of fibres.
Thanks to Remark we are able to compute the twistor projections m(m; '(q)) of curves of
bidegree (0,1) (i = 1) and (1,0) (i = 2). For any ¢ € P?, we have
n(r1'(q)) = {z € P* |77 (2) N7y ' (q) # 2,
but 771(2) = L, ., hence 7 '(z) N7, *(¢) # @ if and only if gz* = 0. Collecting everything:

m(r1 ' (q)) = {z € P? | 2¢* = 0},
Analogously,

m(my H(m)) = {z € P? | zm* = 0}.
Each image is a projective line. The same conclusion can be reached by means of the identity
m=m;oyj; fori=1,2.

6. CURVES AND SURFACES REVISITED

We begin this section by revisiting the description of surfaces of bidegree (1,0) and (0,1). Any
two surfaces of type (0, 1) (respectively, (1,0)) are equivalent under unitary transformation. Using
the projections 71, o, this is a consequence of the fact SU(3) acts transitively on both P? and P?V.

Lemma 6.1.  H is invariant by j2, and Hy, is invariant by ji.

Proof. This follows immediately from Definitions [3.9] and The condition that a point of I lies
in ,H depends only on its image under 3. But this is unchanged by j,. Similarly for the triple
Hm7 T1s jl . O

Recall Corollary w1y realizes ,H as the blow-up of P? at g. The same is true of 7, since
7 (p) = (1 052) 7 (p) = da(m ()
which is a single point unluess p = ¢. A similar argument applies to H,,:

Corollary 6.2. The twistor projection m realizes ,H as the blow-up of P? at q, and H,, as the
blow up of P? at m*.
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6.1. Orthogonal complex structures. We are now in a position to use the theory of subsection
to deduce an application of Corollary Recall the concept (Definition [5.1)) of an orthogonal
complex structure (that we shall abbreviate OCS) relative to the Fubini-Study metric.

Proposition 6.3. The complement of a point q in P? admits an OCS J,, inducing the opposite
orientation to the standard complex structure J. Moreover, the action of J, on T]DIP’2 is defined by
reversing the sign of J on the complex line L tangent to the projective line containing p and q.

Proof. The complex structure J, is that of ,H \ 7~ *(g), which 7 bijects onto P? \ {p}. The fact
that this complex structure satisfies follows from the remarks above. The second statement
is a consequence of the fact that the complex surface ,H is a union of fibres ;' (¢) each of which
projects to a line ¢ passing through q. O

Remark 6.4. Note that J,; does not extend to P2, for one thing m has no global sections over P?
even topologically. Thus, P? \ {g} is a maximal domain of definition for J.

The results of this subsection point to the analogy between the family of (1,0) (respectively,
(0,1)) surfaces in the twistor space F and projective planes in the twistor space P2. Two members
of each family intersect in a projective line, and each member contains exactly one twistor fibre,
cf. [35], 36].

In the next subsection, we shall effectively illustrate the appearance of some genus zero Jg-
holomorphic curves in the Fubini-Study domain P?\ {q}.

6.2. Spheres and dumbbells. We shall now consider the effect of the twistor fibration on the
simplest holomorphic objects of bidegree (1,1) that we have defined, namely the curves

Lym ={(p,0)|pl =0, ¢¢ =0, pm = 0}.
They form a family V that includes two special cases:
e If ¢ € m then 7 maps Ly, = 7, (¢) U, ' (m) to the union ¢* Um of the two lines in P?
intersecting in the point ¢* X m. For example, if g=[1:0:0] and m = [0:1:0]" then
¢ Um={[z0:21:22]:20=0o0r 21 =0}.
e If ¢* = m so that then our curve L,,, = 7 1(q) is a twistor fibre, and projects to the
single point ¢ € P2,

In the generic case, Lq ,, is biholomorphic to P!, and 7 embeds it in P2. For if (p,¢) € Ly, and
7(p,¢) =r then { = r x ¢ and p = £ x m. The image of L, will therefore be homeomorphic to a
2-sphere. Our next results make this precise.

Lemma 6.5. Let Ly, € V, with g = [qo : ¢1 : q2], m = [mgy : m1 : mg] and gm # 0. Then
T(Lgm) = {z € P? | 2®2* =0}, where

miq1 + maqz —mMoq1 —Mogq2
(28) ¢ = —m1qo Moqo + Maq2 —m1q2
—maqo —mMaqi1 moqo + mM1q1

Proof. The set m(Ly ) coincides with the set of points z € P? such that the fiber 771(2) meets
Lym. But 771(2) = L, .+, so

W(qum) = {Z € PQ | LZ,Z* N Lq,m 7é Q}

In view of Lemma [3.5] and Corollary we deduce that L, ,, and L, .- have a non-empty inter-
section if and only if (choosing vector representatives) the expression

(2" xm)(z x q) = (qgm)(2z") — (2m)(gz")

vanishes. The right-hand side equals z®z* where ® is the 3 x 3 matrix (¢gm)l — mgq, where
qgm = gomg + g1m1 + gams. whose entries are as stated. [l

Proposition 6.6. Let gm # 0 and ¢* # m. Then m maps Ly, onto a round 2-sphere in real
affine coordinates.
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Proof. The matrix ® = (¢gm)I — mq is singular, we see immediately that ¢® = 0 and ®m = 0.
In order to analyse the equation z®z* = 0 we can first apply a unitary transformation so as to
assume that

g=1[1:0:0], m=1[1:2p:0],
with p a positive real number (which will turn out to be the radius of our sphere).
0 0 O
d=(-2p 1 0],
0 01
and we obtain
(29) |21‘2 + ‘ZQ|2 — 2p§021 =0.

There are no solutions with zg = 0, so we set zg = 1 and work with the affine coordinates

(21,22) = (z1 +iy1, T2 + iya),
and their real and imaginary components on the right-hand side. Then
o +yi + 23+ Y3 — 21 =0
Yy = 0.

These equations obviously define a 2-sphere in the Euclidean space R? defined by y; = 0. For the
remark below, it will be convenient to set x = z1 — p, so that the 2-sphere becomes

o® + 3 +yj = p?
and with centre (x, za,y2) = (0,0, 0). O
Expanding slightly the proof verifies the special cases discussed above. In the limit m; — 0 (so
q¢* = m) the 2-sphere degenerates to a single point. If, on the other hand, we had allowed my = 0,
we would have been led to the union of the projective lines zyg = 0 and z; = 0, again as expected.
These observations are illustrated by Figure [5] whose justification we work towards.

The 2-sphere 7(Ly ) is not round relative to the Fubini-Study metric because it is not an orbit
of SU(3). However, it is a union of circles

{(‘TaIQayQ) : IQ + Ig + y% = pz}

that are orbits of U(1) C SU(3). It is therefore isometric to a surface of revolution with the induced
Fubini-Study metric. In order to identify the shape of this, we shall use the methods of [I], §8]. Set

z1 = x = psinv, 29 = xg + iys = pe*“cos v,

so the u and v represent longitude and latitude respectively on the 2-sphere. In our inhomogeneous
coordinates (z1,22), the restriction of the Fubini-Study metric to m(Lg.,) takes the form

|le|2 + |d2’2|2 B |§1d21 —|—§2d22|2
1+ p? (1+ p2)2

A computation shows that this reduces to the first fundamental form

2 cos?v(1 + p?sin v 2
p ( 52 ) du? + -

(1+p?) L+p
We seek a profile curve (f(v),g(v)) which generates a surface of revolution with the same first
fundamental form, which requires setting

_ peosvy/1+ p?sin®v

dv?.

f() T
2
I+ = T

In order to plot Figure |5, we determined g(v) by numerical integration.
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FIGURE 5. Twistor images of the curve Li1.o.0),[1:2p:0) With p = %, 2,8

6.3. Surfaces of bidegree (1,d). This interesting class of rational surfaces S incorporates in-
creasingly wild examples as d becomes large. On the one hand, S is obtained by blowing up & points
in P2, on the other it defines a holomorphic d-fold branched cover over P?. Using Remark
we deduce that

9—k=ci=—d>—d+8.
Such a surface will hit a generic twistor line in d + 1 points, a number that can be regarded as its
‘twistor degree’, by comparison to the case of P3 — S%.
The case (1,2) is mentioned in the Introduction and corresponds to a Del Pezzo surface P of
degree 2 that double covers P2 branched over a quartic. Here, P is the zero set of a polynomial
lying in the summand P 5 in the notation of (I)).

Example 6.7. Let us consider the surface in the flag defined by
p0(2£0£1 =+ f%) —|—p1<2€0£2 + (%) +p2(2f1€2 + E%) =0.

This can be seen as the blow up of P2V in 7 points in the following way. Such points can be
obtained by imposing that, for a fixed p the previous equation is linearly dependent of pf = 0, i.e.

20001 + 03 4o
20ty + 03 4
216y + 03 0

has rank one, that is if and only if
B-63—0
fo[% + 6155 — 28(2)52 =0
0201 + 030y — 20003 =0
Solving this system we get the following seven points. There is a trivial solution for ¢y = £; = {5.

The other 6 solutions arise in couples by imposing, fo = 7%y for k = 0,1,2 and 1 = e>7/3,
Therefore the seven points are

[0:1:0], [1:1:1], [1:-2:1], [1:7:n, [1:=25:n], [1:n:7], [1:-2n:7).
The surface can be seen as a double cover of P? branched over a quartic. We identify the latter
by studying the system
po(20oly + €3) + p1(20oly + £3) + pa (20162 + £3) =0
polo + pili +pala =0
If p1 # 0, multiplying by p; the first equation, we get
p1p2ls + 2pTols + pop1ls — (polo + pata)® = 0,
that is
(P12 — P05 + 2(pT — pop2)lola + (popr — p3)l5 = 0,
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and the discriminant is:
1A = (0F = pop2)® = (m1p2 — P3) (Pop1 — P3) = Pt — 3popTpe + pips + Pop1 — PP
If p1 = 0 it is easy to check that we still obtain points in the previous quartic.
Example 6.8. Let us consider the surface in the flag defined by
poli + prls + paly = 0.

This can be seen as the blow up of P2V in 7 points in the following way. Such points can be
obtained by imposing that, for a fixed p the previous equation is linearly dependent of pf = 0, i.e.

2 4
32 0
02 Ay
has rank one, that is if and only if
03— 12 =0
0B —002=0
03— 10102=0
Solving this system we get the following seven points for £k =0,...,6
[¢* ¢y,

where ( is any seventh root of one.
The surface can be seen as a double cover of P? branched over a quartic. We identify the latter
by studying the system
Poli +pils 4+ p2lf =0
polo + p1ls + pala =0
If pg # 0, multiplying by p? the first equation, we get
P} + popils + pipaty = 0
that is
(B3 + P3p2) 3 + 2p1p3ils + (pRp1 + p3)63 = 0,
and the discriminant is:
1A = =5 (o1 + pip2 + Pipo)-
If po = 0 it is easy to check that we still obtain points in the quartic defined by p3p1+p3pe+pipo = 0.

7. TWISTOR PROJECTIONS OF SMOOTH TORIC SURFACES

Having studied the twistor images of curves and (at the start of section @ surfaces of degree
one, we turn attention to the next simplest case. Our general goal will be to determine the subsets
of P? defined by

Definition 7.1. Let S be any element of |O(a, b)|. Its twistor discriminant locus D(.S) is the union
D=DyUR,

where Dy = {q € P? | 77 !(¢) C S} and R is the branch locus of mg : S — P? consisting of points
p € P? for which |7~1(p)| < a+b.

We shall determine the discriminant locus for smooth surfaces in F of bidegree (1,1). Any such
surface is defined by the canonical form
0 0 0
010
0 0 A

from Lemma In order to make sense of twistorial proprties, and since we are ultimately
intereested in the metric geometry of D, we work up to unitary equivalence.

Recall that S4, 54/ are unitarily equivalent if and only if there exists X in SU(3) (equivalently,
in U(3) such that

(30) A:A1 = s A€ {071},

A = X*AX = X AX.
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Since ([30) commutes with elements of the standard maximal torus 72 of SU(3), our constructions
will be T?-invariant. This is not surprising, since it is well known that the Del Pezzo surfaces
arising in Proposition are in fact toric. We first treat the case in which Sy4 is real (meaning
that j(S) = S), whose conclusion will motivate the non-real case.

7.1. Real (1,1)-surfaces. Here we focus on the j-invariant case, for the moment without assuming
smoothness. It follows from the definitions and that S,4 is j-invariant if and only if
A= A* ie. Ais Hermitian. Such a matrix has real eigenvalues, is diagonalizable over SU(3), and
S4 can be represented by a real diagonal matrix. Proposition implies that S, is either smooth
and of type A; in Lemma [4.] or reducible and of type As.

The reducible surfaces correspond to matrices A with two distinct eigenvalues; any one has the
form ,H U Hg-, is singular on the twistor line L, 4, and contains no other twistor line. It follows
that any two are unitarily equivalent, so little more needs to be written.

In the smooth case, we can impose with A € (1,2]. This restriction arises from Remark
and ensures that the unitary equivalence class of S4 is uniquely determined by a point of the
interval (1, 2].

Theorem 7.2. Let S be a smooth j-invariant surface of bidegree (1,1). The twistor projection
restricted to S is a degree 2 cover of P? without ramification, i.e. R = @. Moreover, S contains
infinitely many twistor fibers and Dy is parametrized by a circle that is the orbit of a mazimal torus
in SU(3).

Proof. Fix q € P2. Recall that its twistor fibre is
77Hg) = Ly = {(p,0) | pt =0, ¢¢ =0, pg* =0} = ;H N Hy-.

Now
SangH ={(p,€) | pl =0, pAl =0, ¢/ =0}

is non-empty if and only if

(31) det(p | pA | q) =0.
This equation can be written as p CpY = 0, where
0 q2 —Aq1
C= Q2 0 A=Da |,
A1 (A =1)go 0

which defines a conic C. Applying the involution j shows that
T(SanNgH)=C=m5(S4N Hy).

The remaining equation

(32) pg" =0

asserts that p lies on the line ¢*, so there will be two such points on C' for generic q. If C' contains
the twistor fibre 7=1(¢) then C must be reducible and

0 =det C =2A(A — 1)goq1 g2,
so that one of qo, q1, g2 vanishes. We obtain the following three equations for C:

Po(G2p1 — q1Ap2) =0 if gg=0
P1(g2po + qo(A —1)p2) =0 if =0
p2(—q1Apo + qo(A —1)p1) =0 if g2 =0

Combining these with ,

=0 and |@]*A+|@>=0
(33) @1 =0 and |g2]* —|g/*?(A—-1)=0
=0 and |qi|*\+ |qo|*(A —1) = 0.

However, our assumption that A > 1 rules out all but the second possibility, so ¢ = 0 and
|g2/g0] = VA — 1. This is indeed a circular orbit of T' with a 1-dimensional stabilizer.
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We shall now determine the branch locus R. If ¢ € R then clearly the line is tangent to
C. If goq1g2 = 0 then C' is reducible and tangency would imply ¢ € Dy. We can therefore assume
that goqi1q2 # 0. In general, tangency implies that
(34) 0=g"x(Cp’) = (¢" x O)p",

in which the cross product ¢* x C' is a 3 X 3 matrix computed from C' column by column. It follows
that

Mai)? + |ge)? —(A—=1)qoq, (A= 1)qoq,
—Aq1Gy A =1Dlgo|* - |g2|? Aq1Gs vV _o
—427 0210, ~(A=Dlgol* = M [P T
9 q, [P

The 4 x 3 matrix incorporates ¢* x C and , and must therefore have rank at most 2. Note that
q* - (g" xC) =0, so det(¢* x C') = 0. Since goq1g2 # 0, the remaining 3 x 3 minors each tell us that

(la0* (X = 1) + [q1[*A = lg2[*)? + 4lqo[*|g2* (A = 1) = 0.
Since A > 0 and gog2 # 0, we conclude that R = @. O

Remark 7.3. Theorem [7.2] gives a clear expectation of how the discriminant locus behaves for a
smooth surface Sy with A diagonalizable, and therefore toric. Consider the moment mapping
78 P2 — ACR3
lgo:q1:q2) = (lgol? ol 1g21*)/ Nl
corresponding to the action of T' on P?, equipped with its Fubini-Study symplectic 2-form. Its
image is a 2-simplex A, and the union of lines ¢pg1¢q2 = 0 is mapped onto the boundary dA.

If A is Hermitian, its discriminant circle is mapped to a point of JA. This is a midpoint of an
edge of A if X € {1, %7 2}, in which case the circle is maximal. Such circles played a key role in
the configuration of equidistant points in P? [27]. The prohibited values A € {0,1, 00} correspond
to the vertices of A for which S, is reducible and the discriminant locus becomes a single point.
We shall see that if A is diagonalizable, but not Hermitian, its discrimant locus is a smooth 2-torus
that maps to an interior point of A.

Corollary 7.4. Let S be as in the hypothesis of Theorem . Then P2\ Dy is the mazimal domain
of an orthogonal complex structure Jg.

Proof. First, we observe that S4 \ m=1(Dp) has two connected components. This follows directly
from the generalized Jordan Curve Theorem [I1, Theorem VI.8.8], given that S4 is the blow-up
of P? at three points. The components are interchanged by j. Either one projects bijectively onto
P2\ Dy and induces the OCS Jg. O

7.2. Toric non-real (1,1)-surfaces. In this subsection, we shall describe the twistor discriminant
locus for a surface S4 with A in the diagonal form with A € C\R. This condition on X ensures
that S, is smooth but not j-invariant.

Theorem 7.5. Let S4 be the surface defined by with A € C\ R. Then the twistor projection
7 restricted to S is a degree 2 cover of P? whose branch locus R C P? is the zero set of
R(q) = (90X = 1) + la1 X + [42[*)? — 4l0[?|g2]*(A — 1) = 0}.

Moreover, S contains no twistor fibres, i.e. Dy = &.

Proof. Inevitably, we follow the same first steps of the proof of Theorem [7.2

The surface Sa contains the fiber 771(q) if and only if go = 0 and |q1|*A + |g2|> =0 or ¢ =0
and |ga|? — |go|*(A—=1) =0 or g2 = 0 and |q1|*A\+|qo/>(A—1) = 0. But in all three cases, as A\; # 0,
we have no solution ¢q € P2,

| 2

We now want to study the branch locus. As in the proof of Theorem [7:2] if gog1g2 = 0 there
is no branch locus. Hence for the remainder, assume ggqi1q2 # 0. Again, following the proof of
Theorem we obtain that the branch locus of the map mg, is given R(q) = 0 where R(q) is
defined as in the statement of the theorem. O

In the following corollary we give a geometric description of the set R.
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Corollary 7.6. Let Sy be a (1,1)-surface as in Theorem . Let o = ag + iy be a square root
of \— 1 and 8 = Py +iB1 a square root of \, such that a15y > 0 and a‘)ﬁ%lmﬁl > 0. Then the
branch locus of m s, is

R = {q € P* | |qo|a —ila:|8 — |g2| = 0}.
In particular, the twistor discriminant locus of S is a smooth 2-dimensional real torus.

Proof. First of all notice that, since A € C\ R, as a® = A — 1 and % = A, then apa; # 0 and
BoP1 # 0. Moreover up to changes of signs of o and  we can always reduce to the assumptions of
the statement. Given that, the proof is smoothly obtained thanks to the following computation:

R(q) = (lqo[*(X = 1) + a1 *A + [g2])* — 4lq0[*|g2* (A = 1)
= (lgo* (A = 1) + g1 *A + lg2* = 2lgollgz]e) (g0 (A = 1) + |g1 [*X + |g2[* + 2lg0]]g2] )
= ((Jqoler = 1g21)* + la1 M) ((lgolax + lg2])* + a1 [*X)
= (lgole — ilg1|B — lg2|)(lgolc + ilq1[B — lga2|)(lqolcx — ilq1]B + |g2])(|go|cx + i[g1 B + |gz])-

We claim that only the first term of this factorization vanishes. Indeed, setting

R__(q) = |wla —ila1lB — g2,  Ry—(q) = lqola +i|q1|B — |gzl,
R_1(q) = |qola —i|q1|B + |q2], Ry (q) = |qola +i]q1]B + |g2],

And splitting into real and imaginary part, we get that R..(q) =0 (x = 4, —) if and only if

lgo|co F ilq1|B1 £ [g2| =0
lqola1 £ilq1]Bo =0

By looking at the second equation we get that R_.(¢) = 0 admits solutions and Ri.(q) = 0
doesn’t, since a8y > 0. Moreover, we have that |go| = |q1\§—‘1’ and hence, the first equation can be
written as

o] = 0.

apfo + a1
lg1|———— % [q2]
g

- . . o ; . agfotaif
Therefore, R__(gq) = 0 admits solutions and R_(g) = 0 doesn’t, since =20 > (). O

Remark 7.7. In the previous corollary, we saw by direct computations that the set R is a torus.
This fact can also be seen because R is invariant under the torus action (91,92) - [qgo : ¢1 : g2] =
[q0 : €11, €2 ], for any (91,92) € S* x S*.

Theorems [7.2] and can be considered as toy models to study the most general case. We will
see now that the general analysis of the twistor discriminant locus of a smooth (1,1) surface is
highly non-trivial. In particular we decided to split the analysis of the twistor discriminant locus
into two parts: first we study the set Dy of twistor fibers contained in a smooth (1, 1) surface, then
we give Cartesian equations for the set R.

8. COUNTING TWISTOR LINES IN A SURFACE

In this section, we give a first upper bound on the number of twistor lines contained in a surface
S which is not j-invariant, based on a Bezout type method. For higher bidegrees, the bounds are
not likely to be optimal. In particular, we shall prove in Corollary that a non j-invariant (1,1)
surface contains at most two twistor lines, and in this case the bound is actually sharp.

First of all, notice that if S € |O(a,b)|, then j(S) € |O(b, a)].

The next result gives a first bound on the number of (1, 1)-curves contained in a non j-invariant
surface S.

Proposition 8.1. Fiz a,b > 0 and an integral S € |O(a,b)|. If j(S) # S, then SN j(S) contains
at most a® + ab + b? integral curves of bidegree (1,1).

Proof. Since S is integral and j(S) # S, then S N j(S) is a finite union of (possibly non-reduced)
curves, that is

SNjS)=> miC;



26 A. ALTAVILLA, E. BALLICO, M. C. BRAMBILLA, AND S. SALAMON

with m,; positive integers, and C; an irreducible curve with bidegree (E;, F;) for any i. Recall that
E; = deg(m1(Cy)) deg(myc,) and F; = deg(m2(C;)) deg(mgc,). Then

Zmi deg(m1|c,) = O(a,b) - O(b,a) - O(1,0)
as well as
> mideg(myc,) = O(a,b) - O(b,a) - O(0,1).

But we have.

O(a,b) - O(b,a) - O(1,0) = (aO(1,0) + bO(0,1)) - (bO(1,0) + a®(0,1)) - O(1,0)
= (abO(1,0) - O(1,0) + a*O(1,0)0(0, 1) + b*O(1,0)0(0, 1) + abO(0,1)0(0,1)) - O(1,0),

and

O(a,b) - O(b,a) - 0(0,1) = (aO(1,0) 4+ bO(0,1)) - (bO(1,0) + aO(0,1)) - ©(0,1)
= (abO(1,0) - O(1,0) + a*O(1,0)0(0, 1) + b*O(1,0)0(0, 1) + abO(0,1)0(0,1)) - ©(0,1).
Therefore, by Proposition [3.11] we have
O(a,b) - O(b,a) - O(1,0) = O(a,b) - O(b,a) - O(0,1) = a® + ab + b°.

Hence S contains at most a? + ab + b? integral curves of bidegree (1,1) (just setting E; = F; =
1). O

By means of Lemma [2.3] we are able to prove the following proposition that will be used to
refine the previous bound.

Proposition 8.2. Let a,b,c,d be positive integers, S € |Op(a,b)| and D € |Og(b,d)|. Then
H°(Os) = H°(Op) = C, i.e. every holomorphic function on D is constant. Thus S and D are
connected.

Proof. Consider the exact sequence
(35) 0— Op(—a,—b) > Op - Os =0

Since, by Lemma H°(Op) = C and H*(Op(—a, —b)) =0, we get H°(Og) = C. Tensoring
by Op(—c, —d) and using Lemma [2.3] we also get that H'(Og(—c, —d)) = 0.
Hence by the exact sequence

(36) 0— Os(—¢,—d) = Og = Op =0
we also get HY(Op) = C. O

Recall that a twistor line is a j-invariant integral curve of bidegree (1,1). A surface of bidegree
(1,0) or (0,1) contains exactly one twistor line. As a consequence of the previous two results,
we get the following bounds on the number of twistor lines contained in a surface which is not
j-invariant.

Corollary 8.3. Fiz a,b > 0 and an integral S € |O(a,b)|. If S # j(S), then S contains at most
a? + ab+ b* — 1 twistor lines.

Proof. Notice that if L is a twistor line contained in S, then L € SN j(S). Hence by Proposition
we know that the number of twistor lines contained in S is at most a? + ab + b>. We prove
now that S does not contain exactly a? + ab + b? twistor lines. Assume that this is the case. Then
we would have that SN j(S) is the union of a? 4+ ab+ b* > 2 pairwise disjoint curves. In particular
SN j(S) is not connected. But by Proposition noting that D = SN j(S) € |Os(b,a)|, we have
that S N j(S) is connected. This gives a contradiction and concludes the proof. O

Corollary 8.4. Let S € |O(1,1)|. If S # j(S), then S contains at most 2 twistor lines.
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8.1. Configurations of lines. The bound from Corollary demonstrates an interesting phe-
nomenon. As a non j-invariant S € |O(1,1)| contains at most 2 twistor lines, then, by Proposi-
tion [8.1] the intersection SN j(S) contains at most just one integral (1,1) curve C' non j-invariant,
but this is impossible, otherwise S N j(S) would contains j(C') as well contradicting the bound
(see Remark . This means that in this case, as SN j(S) is connected, there should be another
j-invariant set of curves of possible bidegrees (1,0) or (0,1) that connect the two twistor fibers.
The next examples illustrate exactly this situation.

Example 8.5. Consider the (1,1) surface S4 € F defined by the matrix

0 3 0
A=10 1 0
0 0 2

Then A define a smooth non j-invariant (1, 1)-surface. The Cartesian equations of S and j(S) are
the following

S={(p,0) €F [ (3l +1)p1 + Lap2 =0}, j(S) ={(p.£) € F | (3po + p1)l1 + pala = 0}.
Therefore the intersection S N j(S) in the flag F is given by the following system

lopo + £1p1 + Lapa = 0
(37) (3o + ¢1)p1 + 20aps = 0
(3po + p1)l1 + 2pals =0
By interpreting the previous intersection as a linear system with [ unknowns and p as parameters,

we get that it admits a solution in PV if and only if the determinant of the associated matrix
vanishes, i.e. when the following equation holds

(38) — 3p2(po — p1)(2po — p1) = 0.
By changing the roles of [ and p, we get that it admits a solution p € P if and only if
(39) 3l (bo — £1)(2g — £1) = 0.

By analyzing the factors of Formula we obtain that

e if po = 0, then /1 = 0 and £y = 0; hence, in this case System has the following set of
solutions (p,£) = ([* : % :0],[0:0: 1)) that is m, *([0,0,1]);

e if pg — p1 = 0, then, by analyzing the second and the third equation in System , we
get that £o — ¢1 = 0 and that 2¢ypy + 2p2 = 0, but these are the equation of the twistor
fibre L[l:—l:O];

e if 2pg — p; = 0, in complete analogy with the previous case, we get that 2¢y — ¢; = 0 jand
that 50opo + f2p2 = 0 and these are the equation of the twistor fibre Ljp._1.0}-

By performing the same analysis of the factor of Formula , we obtain that

e if /5 =0, then p; = 0 and py = 0; hence, in this case System (37) has the following set of
solutions (p,¢) = ([0:0: 1], [* : % : 0]) that is Wfl([O 0, 1])

o if /g — {1 = 0, as before we get the twistor fibre Lj;._1.05;

e if 20y — /1 = 0, as before we get the twistor fibre L 2:—1:0]-

Notice that j(m;*([0,0,1])) = 7 '([0,0,1]), so the set of solution of System is indeed j-
invariant. Of course L1 0] and Lpj._2.q) are disjoint but these two lines should intersect some-
where with 7, ([0, 0, 1]) U 7r1 1([0,0,1]). We now compute these mutual intersections. First, recall
from Remark [5.7| that 75 *([0,0,1]) N7 1([0,0,1]) = @. By direct inspection we get the following
intersections

A=Ly._1.00N75 " ([0,0,1]) = ([L: 1:0],[0:0:1])
B=Lp.—1.0) Ny ([0,0,1]) = ([0:0:1],[1:1:0])
C =Ly _1.00N75 ' ([0,0,1]) = ([1:2:0],[0:0: 1))
D = L. 1.9 Ny ([0,0,1]) = ([0:0:1],[1:2:0])

We now give other two examples of smooth (1, 1)-surfaces containing just one or none twistor
fibres.
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iy '([0:0: 1))

7r1"1“([0 :0:1])
B\% D\A,_

Lip.—1q) Lip.-10)

FIGURE 6. Intersection of S4 and j(S4). Notice how S4 N j(S4) is a connected
set of two (1, 1)-curves and two canonical (skew) fibres.

Example 8.6. Consider now the (1,1) surface S4 € F defined by the matrix

0 22 0
A=|o 1 o
0o 0 2

With analogous computations as in the previous example we can see that the intersection SN j(.5)
is given by the union of the twistor line Ly;, /5,4 and the two fibers 77 ([0,0,1]) and 7, *([0,0, 1]).

Example 8.7. Consider finally the (1, 1) surface S4 € F defined by the matrix

0 2 0
A={(0 1 0
0 0 2

In this case we get that the intersection S N j(S) is given by the union of two lines L; =
Li1:14i:0),(1:144:0) and Lo = Li1.144:0),[1:144:0) and the two fibers 7, ([0,0,1]) and 75 ([0, 0,1]). No-
tice that j(Li) = Lo and there are no twistor lines contained in S.

We conclude this section with the following easy consequence of Proposition [8.1

Corollary 8.8. Let S € |O(a,b)|. If S contains infinitely many twistor lines, then S is j-invariant
and hence a = b.

9. TWISTOR PROJECTIONS OF SOME NON-REAL SURFACES

In section[§ we gave upper bounds on the number of twistor fibers contained in a non j-invariant
integral surface and showed with an example, that such bound is attained in the case of (1,1)-
surfaces. In this section we give an explicit proof that any non j invariant smooth (1, 1) surface
contains at most 2 twistor lines.

We will need the following variations on the theme of solving quadratic equations:

Lemma 9.1. Let f = fo+ifi € C. If fo+ f2 < % then the equation
22 +2+f=0

z=—1d+ 4\ /1—4fg—4fF —if1.

has one or two solutions
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If fo+ f2 > % then it has no solution.

If we set z = = + 4y then obviously y = — f; and the lemma follows immediately from the usual
quadratic formula applied to z = Re z.

Corollary 9.2. Let e be a non-zero complex number, and consider the equation
(40) |z +ez+ f=0.
Set A = |e|* —4fole|*> —4f2. Then admits a solution if and only if A > 0, in which case
z= —(%\e|2 + %\/K—&— ifl)efl.
Proof. Set Z = ez/|e|? and F = f/|e|>. Dividing by |e|?, we obtain
|Z|>+Z+ F =0.

Lemma [9.1] gives
Z=—-1+1\/1-4F) —4F? —iF,
provided the square root is real. The statement follows. O

9.1. Twistor lines again. Corollary[0.2]enables us to state the main result of this section in which
we establish real algebraic conditions on the coefficients of the matrix A for which the surface S
contains 2, 1 or no twistor fibers.

Theorem 9.3. Let S = S4 be a smooth surface of bidegree (1,1) such that S # j(S) and the
matriz A has the form

0 a b
A= 0 1 ¢ |,
0 0 X

where X = Ao +iX\; € C\ {0} and [a : b : c] € P2. If one of the following mutually exclusive
conditions is satisfied, then S contains exactly one twistor fibre:
(i) b# 0 # c and |b]?(1 — ) — |c[?A fiagc =0;
(ii) a# 0 # c and |a|*(1 = X) + |c|*+abe = 0;
(iii) a # 0 # b and |al?>\ + |b]? — abc = 0;
(iv) b=0=c and |a|* — 4]al?(]A]?2 — Xo) — 42} = 0;
(v) a=0=cand |b|* —4(1— Xo)[b|> — 4A? = 0;
(vi) a=0="b and |c|* —4)\o|c|* —4)} = 0.
If one of the following mutually exclusive conditions is satisfied, then S contains exactly two twistor
fibres:

(vii) b=0=c and |a|* —4]a]>(|A]*> = Xo) — 423 >0 ;
(viii) a =0 =c and |b|* —4(1 — X\o)|b]? — 4A2 > 0;
(iz) a=0="b and |c|* —4)\o|c|* — 42} > 0.

Proof. Let S 4 be the surface defined by the matrix

0 a b
A= 0 1 ¢
0 0 A
with a,b,¢c, A € C, and A = \g +iA; #0, 1.
As in the proof of Theorem [7.2] we impose
(41) det(p [ pA | q) =0,

and we get the conic C'

(g2)Pop1 + (=Aq1 + cga)popae + (—agz)pt + (—cqo + bg1)p3 + (A — 1)go + agi — bga)p1p2 = 0.
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Intersecting it with the line pg = 0, we get generically two intersection points which give the two
pre-images of g. The conic C is singular when the matrix

0 q2 —Aq1 + cq2
H= q2 —2aqo (A—=1)go + ag1 — bg2
—Aq1+cq2 (A—1)qo + aqi — bge 2(—cqo + bg1)

has vanishing determinant, i.e.
2¢2((1 = N)q1 + ¢g2)(Ago — arg1 + (ac — b)g2) = 0.

This equation describes the union of three lines

Tyt q2 = 07
o (1=XN)gq1 +cqga =0,
r3: Ago — arq1 + (ac — b)ga = 0.

We analyze now the three cases in which det H vanishes as those points ¢ form the set where
771(g) C Sa. Recall that the only missing condition is pg = 0.
If ¢ € r1, i.e. g2 = 0, then the conic is reducible as

P2((—=Aq1)po + (A — 1)go + ag1)p1 + (—cqo + bg1)p2) = 0,

and again as in the proof of Theorem [7.2] the surface contains the line L, only if

G @ 0 qo qq 0

rank =1 or rank =1

( 0 0 1 ) ( A1 (A=1)go +aqi —cqo +bq >

Clearly the first matrix has always rank equal to 2, so we are left to study the second one. As the
first column is always different from zero, this has rank equal to one if and only if

(42) (A = Dlgol* + agpqr + Alqr]* = 0
Go(—cqo + bg1) = 0.

It is clear that, as A # 0,1, then o = 0 if and only if ¢; = 0, but as we are in the case in which
g2 = 0, this option is not possible. Hence we have bg; = c¢qg. We have that b = 0 if and only if
c = 0. Hence, if b # 0 # ¢ we obtain a unique solution whenever b and c are such that
(43) — (L= N)|b* + Ale|* + abe = 0.

Assume now that b = ¢ = 0, then we are left to deal with the equation (X — 1)|qo|? + agyq1 +
Aq1]? = 0. By setting z = q1/qo, the last equation is equivalent to

a A—1

44 +1z+ =0
(44) |z|* + 37 + \

Now, if a # 0, it is sufficient to apply Corollary in this case we have

A= 5 (lal* = 4laP(IAP = do) = 427))

If A > 0, then we have two solutions, while if A = 0, then we have a unique solution.

If ¢ € r2 we obtain
(45) lal?(1 = A) + |c[*+abc = 0,
while, if ¢ € r3 we get
(46) la]>A + [b|* — abe = 0.
Now, the analysis of these two conditions is completely analogous to the first case and we find
cases (2),(5), (8) or (3),(6), (9), respectively.

Finally, as the conditions a = 0 =56, a = 0 = ¢ and b = 0 = ¢ are mutually exclusive, we only
need to check that the twistor line obtained in the case a # 0, b # 0 and ¢ # 0 is at most one.

This means that no two of the conditions given in Formulas , and can coexist, i.e.,
the following systems have no solution [a : b : c] € P2

(1= N[> = A¢|?* — abe =0 (1= N)[b]> = Xc|* — abe =0 —la*(1 = X) — |¢|*~abe =0
—la|?(1 = ) — |¢|>~abc = 0, lal?X + |b]? — abc = 0, lal?X + |b]? — abc = 0.
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But these three systems are equivalent to

(1= N)[b> = N¢|* — abe =0 (1= N)[b]* = Ne|* — abe = 0 —la|*(1 = X\) — |¢|>*~abe =0
(lal* + 6] + |e*)(1 = A) =0, Alaf® + [b* + [ef?) = 0, lal? + [b]” + |e* = 0,

respectively, and hence, none of these admit a solution [a : b : ¢] € P2, O

Remark 9.4. We point out that Example provides and example of surface containing two
twistor lines (case (7) in the previous Proposition), Example provides and example of surface
containing one twistor line (case (4)) and Example gives an example of surface without twistor
lines.

9.2. Ramification again. Theorem analysed the locus Dy = {z € P? | 7= !(2) C S}, (cf.
Definition |7.1]). We know that it consists of zero, one, or two points, depending on conditions on
a,b,c, \. Now we want to analyse the branch locus of a smooth non j-invariant (1, 1)-surface.

Theorem 9.5. Let S4 be a smooth non j-invariant surface of bidegree (1,1), such that A is given
by . Then the twistor projection T restricted to S is a degree 2 cover of P? whose branch locus
R C P2 is the zero set of

2
R(q) = {|qu2(A = 1)+ @A+ lg2* + agoqr + bogz + calqz}
*4{|QO|2|C]2|2()\ — 1) +a[cgoaa2(lgol® + a1 PN +1) + |g2*) — Goarg2* (A — 1)]
ol | + a2 (190X + lar P2 + laal) }.

Proof. Following the proof of Theorem [7.2] we have that the branch locus is given by the set of
points ¢ € P? such that

[ @2p1 + (—q1 A + cq2)p2
(47) rank | @ q2p0 — 2aq2p1 + (qo(A — 1) + aqr — bga)p2 =1
Gy (=X + cq2)po + (qo(A — 1) + aqi — bg2)p1 + 2(—cqo + b1 )p2

which, together with g - p = 0 gives the following linear system in [p; : ps : p3] € P?

(@oa2)po + (—2aGyq2 — T1g2)p1 + (lg0* (A — 1) + aGoqr — bGoaz + |@1|*A — ¢1q2)p2 = 0
(=Gom A + Gogz¢)po + (0> (A = 1) + aGoqr — bogz — |g21*)p1
+(=2¢|qo|?® + 2bGyq1 + Goqr A — clq2]*)p2 = 0
(—la1 X + T1q2¢ — @21*)po + (T1q0(A — 1) + alq1]® — bg,q2 + 2aqa|*)p1
+(—2c,q0 + 2blq1|* — qoT2 (X — 1) — aGrq1 + blg2|*)p2 = 0
Gopo + q1p1 + qop2 = 0.

(48)

Such system admits a non-zero solution if and only if the associated matrix

_ _ _ 2(\ = 1) + agyq1 — bq
—92q _ lqo|*( G091 — 99092
q092 9092 — 4192 +|CI1|2)\ o
- - lqo|* (A — 1) + agoq — 2¢|qo|® + 2bgoq1
—qoq1 A +Qpqac i =
M= 0 0 —bq042 — |2/ +om A — clga|?
1A+ Trane — lao2 | T190(A = 1) +alq] — 2¢q1q0 + 2blq1|* — qoGa (A — 1)
1] 7102¢ — |q2| b, + 2algs]? a1 + bl
9o qq qs

has rank strictly less than three. This happens if and only if the determinants of the 3 x 3
submatrices all vanish.

If we denote by M, the determinant of the submatrix obtained from M by removing the ith
row, then we have

Ml = 7@2R3 M2 - 7@1Ra M3 = 7@0Ra M4 - Oa
where R = R(q) is as stated. O
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FIGURE 7. Part of the branch loci of Ss,4,00 fora =1, a = 2v2, a=6

Remark 9.6. Observe that if a = b =c¢ =0 and A € C\ R then R(q) = 0 corresponds to the
equations obtained in Theorems [7.2] and

We shall conclude by investigating a case in which (to simplify matters) b = ¢ = 0, and both
a and A are real. In this case S, is invariant by the action of U(1) on py and ¢ in (p,£). This
residual symmetry enables us to exhibit the branch locus as an explicit surface of revolution in R?.

Corollary 9.7. Suppose that A is given by witha € R, a#0,b=c=0, and A =2. Then
the branch locus of m: Sy — P? is homeomorphic to a torus with 0, 1 or 2 singular points.

Proof. We are assuming that b=c=0and A = 2. Set ¢; =  + iy and g2 = u+iv. If gg = 0 then
R(g) = (2(2% + 4 + u? +07)°,

and the zero set is empty in P2. So we can set gy = 1 and use z,y,u,v as real inhomogeneous
coordinates. We set r = |g1| and s = |¢z2|. It follows that

Im R(q) = 2ay(1 + azx + 2r* + 3s%),
and

Re R(q) = (14 2r? + s + ax)? — a*y* — 45 + daxs®.
To study R(q) = 0, we first assume y # 0. The imaginary part being zero implies that az < 0 and
Re R(q) = (—25%)% — a®y? — 45 + daxs® = 4s* — 4(1 — ax)s® — a®y>.

Now, this vanishes if and only if

25 = (1 —az) + /(1 — ax)? + a?y>.
Going back to the imaginary part, we obtain that
ImR(q) =1+ax+2r2+ 3((1—az)+ /(1 —azx)® + a®y?) = 2 — Lax +2r? + 3/(1 — ax)? + a?y?,
which is strictly positive and hence there are no solutions.

Setting y = 0, gives Im R(g) = 0 and we are reduced to study

(49) Re R(q) = s* + (42® + 6azx — 2)s*> + (1 + az + 222)% = 0.
This defines a doubled limagon-shaped curve in the (z, s) plane. The resulting surface of revolution
is formed by rotating this profile around the z-axis. If s = 0 then 2z = —a + /a2 — 8. It follows

that the surface is smooth if 0 < |a| < 2v/2, has one singular point if |a| = 2v/2, and two if
la| > 21/2. The torus is not circular because we do not have the full 72 symmetry. O

Remark 9.8. As it stands, Corollary is consistent with Theorem [9.3] and with the examples
contained in Section 81} If, on the other hand, a = 0, we are back in the situation of a real
(1,1) surface, see Subsection The choice A = 2 places us in the second line of with
0 = g1 = « + ty. This is completely consistent with , which reduces to

st2(22% 1) + (222 + 1) =0,
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which has a unique solution x = 0 and s = 1. After rotation, this is a circle in the g2 = u + v
plane.

Cut-away versions of the associated surfaces are shown in Figure [} The three values of a
correspond to a smooth torus, a horn torus and a spindle torus respectively [22] pp. 305-306].
These images provide a vivid analogy with the branch loci of quadrics in P3 [35]. One might
conjecture that the branch loci of more general (1,1) surfaces in F with finitely many twistor fibres
fall topologically into the three categories illustrated by Figure [7] but verification is beyond the
scope of the present paper.
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