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Abstract: The application of AI (Artificial Intelligence) in emergency medicine helps significantly
improve the quality of diagnostics under limitations of resources and time constraints in emergency
cases. We have designed a comprehensive Al-based diagnostic and treatment plan decision-support
system for emergency medicine by integrating the available LLMs (Large Language Models), like
ChatGPT, Gemini, Claude, and others, and tuning them up with additional training on actual
emergency cases. There is a special focus on early detection of life-threatening and time-sensitive
diseases like sepsis, stroke, and heart attack, which are the major causes of death in emergency
medicine. Additional training was conducted on a total of 600 cases (300 sepsis; 300 non-sepsis). The
collective capability of the integrated LLMs is much stronger than each individual engine. Emergency
cases can be predicted based on information from multiple sensors and streaming sources combining
traditional IT (Information Technology) infrastructure with Internet of Things (IoT) schemes. Medical
personnel compare and validate the Al models used in this work.

Keywords: Al artificial intelligence; IoT; Internet of Things; LLMs; large language models; medical
emergency; REST; representational state transfer API; sepsis

1. Introduction

This research work deals with the need for a critical evaluation of the evidence sup-
porting whether a clinical digital solution involving Al (Artificial Intelligence) in home,
outpatient, and ambulance settings plays a key role in patient outcomes [1,2]. Specifically,
we propose the collection of data from different contexts starting from the home up to
the ICU department, both of a clinical and socio-economic nature. This evaluation would
concern the living context and social status, age, sex, clinical history, and current condi-
tion along with the measurement of various parameters and markers for validation and
impact on patient outcomes. To date, few system providers have questioned their products
and services in terms of healthcare parameters at home, in the community, and in the
ambulance [1].
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However, we are well aware that the use of Al in healthcare could possibly raise
some concerns, such as liability for errors and the potential to perpetuate and amplify
existing biases, data privacy and security, but most importantly the transparency in doctors’
decision-making process. We addressed all these issues and created robust data security
measures, creating a transparent Al system that constantly upgrades data and procedures
and is capable of identifying and correcting biases in Al data and algorithms [3,4].

Although some systems have already been implemented in pre-hospital, emergency
room, and intensive care areas, in this article, we have attempted to describe the panorama
of applications based on artificial intelligence with a focus on the field of daily emergencies.
We processed a total of 600 cases (300 = sepsis; 300 = non-sepsis), obtained from our archive
(the University of Medicine Aldo Moro of Bari-Italy and the University of Medicine Tor
Vergata of Rome-Italy), Google-Scholar, and PubMed. We also proposed future directions
and perspectives [4].

New studies have demonstrated the effectiveness of LLMs in aiding healthcare profes-
sionals in generating comprehensive lists of potential diagnoses based on patient symptoms,
medical history, and other relevant data. However, our study shows that the collective
capability of LLMs in diagnosis is much stronger than each LLM, which identifies the need
for an integrated decision-support solution.

1.1. Uncertainty in Medical Diagnostics

In primary care patients, who often present with non-specific symptoms suggestive of
an ongoing early disease process, diagnostic uncertainty is a pervasive issue. Often, the
signs of the disease are not typical, either symptoms are too common or are not frequently
associated with severe disease: Dizziness, for instance, occurs in the majority of cases of
stroke, but only very few cases of dizziness result in stroke. Major misdiagnosis-related
mistakes are often related to the so-called “Big Three” (major vascular events, infections,
and cancers), in which diagnostic uncertainty, resulting in diagnostic errors, is of particular
concern [5,6]. In addition, laboratory and diagnostic tests have significant limitations. For
instance, laboratory biomarkers such as lactate, C-reactive protein (CRP), and procalcitonin
(PCT), which can assist in diagnosis, are not definitive and can be influenced by other
conditions, potentially leading to misdiagnosis [7].

Diagnostic errors in first care result from an inadequate amount of information among
clinicians, patients, and families. Information certainty is crucial as it is involved in
the diagnostic process and it is required for shared decision-making, thus impacting
patients’ disease evolving progress [5,6]. Effectively managing diagnostic uncertainty can
be challenging for doctors given unknown competing priorities and expectations and
wide variability exist in the degree to which clinicians engage in first assessment and
therapy [6,8]. Although there are protocols for how to proceed and perform in such critical
circumstances, few are evidence-based. Recent Al models have elucidated the main traits
and the management of the implications of diagnostic uncertainty in primary care [5].

1.2. Al for Medical Diagnostics

The greatest achievement in the use of Al in the medical field is undoubtedly that
of being able to carry out tasks that humans sometimes cannot perform with the pace,
simplicity, reliability, and diligence that Al can provide, even at a lower cost [9,10].

Healthcare is just one of the many sectors where Al has made great progress in recent
years. The potential of artificial intelligence in disease diagnosis has attracted much interest
and study. The ability of integrative artificial intelligence to detect earlier signs or symptoms
of a particular condition or pathology, for example, is greatly improved by using many
algorithms instead of a single algorithm, resulting in better diagnostic accuracy [11,12].
Data have demonstrated how the development of different Al-based approaches helps
predict breast cancer recurrence [12]. In this sense, artificial intelligence systems could be
of considerable help to doctors on home visits, helping to monitor patients with insulin
irregularities, and the first signs related to a possible infection [12] This article will cover the
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advantages, disadvantages, and ethical issues related to the current role of Al in achieving
more specific and predictive diagnoses for disease detection, as well as its potential in the
future. The influence of Al on medical diagnostics is expected to expand dramatically as
healthcare systems adopt digital technology and Al algorithms continue to advance [12].

1.3. The Structure of This Paper

This paper is structured as follows. In Section 2, we address the distinctive specifics
and challenges of emergency medicine that require special attention. Section 3 of this paper
describes our vision of solving those challenges using the Al-based system. In Section 4, we
present the high-level design of the proposed Al decision-support diagnostic and treatment
plan system. The working prototype of the system is described in Section 5. Clinical
assessment of the system is presented in Section 6, and Section 7 provides the conclusion
and future directions of our research in this domain.

2. Diagnostic Challenges in Emergency Medicine

Artificial intelligence for medical diagnostics is an emerging application in the medical
field that already covers various clinical aspects. Since there is no definitive test for sepsis,
physicians must rely on a group of tests, experience, and clinical criteria, all with sub-
optimal performance [4,13]. Acute illness conditions such as infections and sepsis account
for many millions of visits to the ED (Emergency Department) in the US every year [14].
The majority of these cases are handled by ED physicians, who must immediately recognize
the patient’s clinical presentation and interpret the results of diagnostics imaging and
various clinical tests to reach the patient’s diagnosis [14]. However, the weakest point is
determined by the fact that current diagnosing procedures are largely inaccurate or too
slow, resulting in dangerous delays or inappropriate treatment. Not only does this harm
patients but it furthers the growing and costly global problems of useless therapies and
inappropriate procedures [14,15].

Sepsis is a fast-progressing and life-threatening condition that the body’s immune
system faces while already fighting a severe infection, and it accounts for almost half of
all in-hospital deaths [16]. A correct diagnosis requires the presence of an infection and
a specific increase in organ dysfunction, all signs that are difficult to diagnose as these
parameters are often imprecise with poor specificity resulting in unnecessary hospital
resource utilization [14,17].

The history of medicine is deeply intertwined with technological knowledge, so the
application of the current techniques is as old as medicine itself. Every era has seen the
death of old technological applications for the birth of more accurate applications, so
artificial intelligence is predominantly changing the scientific scenario, and medicine is one
of those most affected, thanks to the enormous amount of information that is now easily
available [18].

With medicine being one of the most appropriate applications of Al, the scientific
literature is full of reviews on how the present and future use of tools based on artificial
intelligence could positively influence the diagnostic process. Currently, there are more
than 20,000 reviews on the use of associated Al data to support diagnostics in the scientific
bibliography database, spanning almost 30 years of activity [18]. Diagnostic imaging,
interpretation of test results, and clinical evaluation are some of the various aspects that
artificial intelligence has already shown its value in [19].

Most international reviews are dedicated to covering the diagnostic process starting
from patients in the hospital or clinic, with the unreasonable omission of disease prevention.
It is true that Al diagnostic prediction is more accurate if the available data are large enough,
but, thanks to the advancement of Al-related technologies, we believe that data collection
could be sufficient to evaluate valid support at an early stage before hospital admission,
such as at home or on an emergency stretcher in the ambulance [19].
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Emergency Diagnostics Under Stress and Time and Resources Constraints

Emergency Medicine represents a crucial part of patient treatment, bridging from the
prevention of individual life-threatening diseases to mass epidemic illness management.
Whatever the enemy is to face, the emergency care practitioner must fight against time
and resource constraints, and as the stake arises so does the stress response. The necessity
of making an early diagnosis in these conditions and the resources of human capabilities
seem irreconcilable [8].

Beyond the resource limitation, the diagnostic process in an emergency setting is made
more difficult by the enormous mole of information that the emergency specialist needs to
know. Stroke, myocardial infarction, and sepsis are just a few of the countless conditions
that a patient could present during an urgent medical intervention. There is no room for
error even if the variety of conditions is vast and the rapidity of action and accuracy of
diagnosis must always be maximum.

As reported in the American Systematic Review, although the overall accuracy in
Emergency medicine is high, the percentage of incorrect diagnoses is also concerningly
elevated (~5.7%). Of consequences, an elevated number of patients will suffer adverse
events caused by that (~2.0%), and some of them (~0.3%) are lethal [4]. Moreover, it is stated
that clinical error covers all the parts of clinical decision-making, including imaging or test
request, the result interpretation, clinical assessment, and illness treatment, particularly in
atypical case presentations, or in uncommon pathological conditions [20]. So, in this way,
medical malpractice leads to a serious waste of healthcare resources, in terms of hospital
stay, cost of treatment, and patients’ substandard treatment [20].

The arising of old and new global medical challenges requires the most unshakable
determination to guarantee the best clinical management for every patient and all human
intellect should give their contribution [8]. As technology advances, the development of
new medical tools and their application is taking a big leap, and the use of the most modern
devices could fill some of the constraints of everyday Emergency Medicine practice [8].

3. The Vision

The vision of this study is to introduce an integrated Al decision-support system that
serves as a real-time consultant for the emergency doctor to provide a second opinion.
The integrated Al engines have been comprehensively trained on huge medical datasets
and are additionally fine-tuned on real data of emergency cases. These systems support
medical decisions by emergency doctors, who make the final decision. In other words, the
Al decision-support system does not make final decisions but provides a second opinion
and suggests options with the respective probabilities. Medical doctors make the final
decision in each case and the final responsibility for their decision remains with them.

3.1. A Decision-Support System

Medical diagnostics is a complex process with multiple uncertainties, obscure symp-
toms, and observations that also significantly depend on the patient’s individuality and
health conditions. In simple cases, doctors may give a clear-cut diagnosis while in many
moderate-to-hard cases, even experienced doctors may not be immediately clear about the
diagnosis and hence about the treatment plan. Different experienced doctors may come up
with different diagnoses and treatment plans individually. For this reason, having a second
opinion is an important stage in diagnostics in complex cases.

The quality and adequacy of immediate diagnostics in emergency medicine play a
crucial role in the recovery of patients, and sometimes it is a decisive factor for the patient’s
survival. Thus, having an immediate opportunity for a comprehensive second opinion
would provide a very important contribution to the emergency doctors, who work under
dramatic time constraints and under high psychological stress taking responsibility for the
health and survival of their patients.

In our vision, during the patient’s assessment, the doctor inputs the information
on the patient’s symptoms, vital readings, health conditions, general observations, and
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medical history if it is available. A patient’s medical history may also be retrieved from the
integrated patient management system if such a system is available.

In this paper, we describe the medical diagnostics decision-support system that is
being developed by the authors. This is an Al-driven diagnostic system that provides com-
prehensive advice on possible diagnoses in response to the input information provided by
the doctor. Possible diagnoses are given together with their probabilities for the particular
cases including the explanation of each diagnosis.

Health care is associated with comprehensive liability regulations. For this reason, our
system is limited to decision support rather than decision-making. The final decision is
made by the emergency doctor who uses some advice from our systems as information
support rather than a legitimate diagnosis or treatment plan. This very important issue
will be directly addressed in the service agreement with the emergency service that uses
our system.

3.2. User Interface and Communication Platform

Computers and communication resources, which doctors typically work with in
medical emergency cases, are limited to smartphones, laptops, or personal computers
for clients. For this reason, the system is thought to operate on such platforms with the
backend on the server or cloud.

Doctors enter input information by using text or voice-to-text capabilities. For some
information such as blood pressure, heartbeat rate, and others, doctors may choose a
preformatted input user interface and enter the rest of the information as a free-flowing
unstructured text or voice. Upon the doctor’s choice, the information may be entered in an
unstructured free-flowing way.

The entered information is used for generating the input prompts for the Al diagnostic
advisor (decision-support system).

The system output is presented in written form with the list of possible diagnoses
together with their probabilities and explanations. The emergency doctor is entitled to
make the final determination based on the suggested diagnoses. The system output may
be duplicated in voice upon the desire of the emergency doctor.

3.3. Training, Fine-Tuning, and Integration of the Existing Al Solutions

The system is specially trained in the cases supplied by the emergency medicine
organization. For the sake of completeness, the diagnostic decision-support system uses
the integrated knowledge of all available medical diagnostic Al systems integrated with
our solution for knowledge transfer. At the present time, we use the knowledge available
at ChatGPT, Claude, and Gemini. We will also integrate other Al diagnostic engines as they
become available and integrated with our system.

A distinct feature of our decision-support system is that it is permanently learning
from experience. The system training is an ongoing automatic activity. The more cases are
run, the more knowledge the system is accumulated and used in future diagnostics.

4. High-Level Design
4.1. An LLM Solution for Medical Emergency Decision-Support System

Large Language Models can be used for the diagnosis of disorders, prescribing treat-
ments, and prediction of future states of patients with greater accuracy than traditional
machine learning models, thanks to their broader general knowledge and advanced rea-
soning capabilities. Timely medical intervention is very important in emergency medicine.
Integrating fine-tuned LLMs into medical decision-support systems can accelerate medical
decisions by providing immediate decision support and improving diagnoses and treat-
ments by suggesting evidence-based medical advice [21]. Integrating LLMs into clinical
decision-support systems can also accelerate diagnosis by providing real-time interpreta-
tions of medical images [19]. This helps in identifying critical cases that require immediate
attention. Note that this system provides an ongoing assessment using comparative and
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correlation analysis of the results as well as a confusion matrix. To satisfy the requirements
of a decision-support system in emergency medicine, the LLM solution needs to include
the following functionalities:

4.1.1. Medical Diagnosis and Treatment

Advanced LLMs are capable of processing vast amounts of structured and unstruc-
tured medical data. Some studies have demonstrated the effectiveness of these models in
extracting valuable insights from clinical notes and electronic health records for diagnos-
tic purposes. In this regard, LLMs have been applied to provide comprehensive lists of
potential diagnoses based on patient symptoms, medical history, and other relevant data.
The utilization of LLMs in medical diagnosis enhances diagnostic accuracy, accelerates
decision-making processes, and improves treatment outcomes. A study indicates that GPT
responses to patient queries are comparable to those provided by doctors [3]. In another
study, Med-PaLM 2, a version of PaLM 2 fine-tuned on medical data, has achieved a high
accuracy rate in medical diagnosis close to the human clinician level [21].

In our study, GPT, Claude, and Gemini were used as the base models. The models
presented reasonable results for diagnosis and primary treatments of emergency patients
based on feedback from a group of experienced subject matter experts (Table 1). There are
also other pre-trained general and ad hoc medicine-specific models that can be identified
and selected as base models during the next phases of this study.

Table 1. Comparing accuracy of responses from Al engines.

Diagnostic Responses ChatGPT Gemini Claude

Correct Responses 209 190 216

Wrong Responses/Need Modifications 91 110 84
Accuracy 69.66% 63.33% 72.00%

We processed a total of 600 cases (300 sepsis; 300 non-sepsis), obtained from our archive (the University of
Medicine Aldo Moro of Bari-Italy and the University of Medicine Tor Vergata of Rome-Italy), Google-Scholar,
and PubMed.

4.1.2. Interpretation of Medical Images

The interpretation of medical images has a critical role in diagnosing various health
conditions and making medical decisions. Using large language models for interpreting
medical images is an emerging field that combines advanced image analysis techniques
with the language processing and reasoning capabilities of LLMs. Some general-purpose
LLMs handle multimodal inputs, including medical images, by integrating them with
image-processing models such as convolutional neural networks and transformers. These
models are pre-trained on large datasets of medical images such as X-rays and MRIs with
their corresponding descriptions. Multimodal LLMs combine text and image processing,
enabling the interpretation of medical images using natural language descriptions. LLMs
can be fine-tuned for specific tasks like identifying disorders in radiographs or MRI scans,
with the textual descriptions providing context and explanations [22]. They can assist in
diagnosing health conditions by interpreting images or detecting anomalies in medical
images [23]. Some studies show that integrating LLMs with image processing models can
produce accurate and clinically relevant results, reducing the workload of medical staff [19].

In our study, GPT, Claude, and Gemini were used for interpretation of images. The
evaluation of interpretations by medical doctors shows that GPT outperforms other Al
engines (Table 2). However, there are also other pre-trained models on medical images
that can be identified and selected for interpretation of images during the next phases of
this study.
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Table 2. Engine Metrics.

Feature ChatGPT Gemini Claude

Diagnostic

Accuracy

Treatment advice

Imaging

Advice explanation

Urgency detection

Alternative diagnosis

Performance

User friendly

Text entry

Voice entry

Output convenience

0«00 ¢¢0¢G6 O
veo@w 6vwelbw
¢Cv00 ¢90¢Le6e

Table 2 above indicates the degree to which a particular item meets a particular criterion. The comparative metrics
of Al engines such as ChatGPT, Gemini, and Claude are shown. The visual representation by means of Harvey
balls maps the scores: 0 (0—feature is not available), 1 (1/4 full—poor), 2 (half full—some), 3 (3/4—satisfactory),
and 4 (full—complete).
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Rapid advances in artificial intelligence based on LLMs have occurred in recent
years. Thus, the integration of the existing Al engines with a comprehensive solution
for emergency medicine is not yet known in the literature. We utilize the extraordinary
efforts made by the developers of such solutions as GPT, Claude, and Gemini to build up
an Al-based intelligent solution on top of the existing solutions.

4.1.3. Transfer Learning in Emergency Medicine Domain

Transfer learning leverages the general knowledge embedded in pre-trained LLMs
using domain-specific data. This process allows models to improve accuracy in medical
contexts. Fine-tuning large language models can adapt general-purpose models trained on
large datasets to specific tasks in the medicine domain by further training them on medical
data. Reference [24] evaluated four LLMs with and without fine-tuning for diagnosis of
disorders. The results highlight that fine-tuned LLMs significantly outperform general
LLMs in medical diagnosis. Fine-tuned LLMs presented significant results in analyzing pa-
tient symptoms and medical data. A study shows that these models can achieve diagnostic
accuracy comparable to that of human doctors in some contexts [23].

Although LLMs were fine-tuned for various medical fields, there is no study in the
existing literature on the application of fine-tuned LLMs in emergency medicine. In our
study, a transfer learning approach on pre-trained LLMs is used by employing domain-
specific medical emergency data. This process allows general-purpose LLMs to specialize
in diagnosis and treatments in emergency medicine.

4.1.4. Human-Like Interaction with Medical Staff

One of the most useful applications of Al in medical decision-support systems is
in providing human-like interactions with medical staff, which improves operational
efficiencies. Al can simulate human-like interactions with medical staff primarily by
utilizing natural language processing (NLP), and speech recognition techniques. These
capabilities enable interactive systems that can understand and respond to queries and
facilitate interactions with medical staff. LLMs can be used to process unstructured text
data such as clinical notes besides health records and other relevant data and generate
human-like text. They can process and respond to natural language queries from healthcare
providers, helping to clarify symptoms, diagnose disorders, and recommend tests or
primary treatments. LLMs such as GPT have been employed to interpret medical inquiries
and generate clinically relevant responses [25]. Some studies show that conversational
Al platforms present reasonable performance in understanding medical terminology and
provide accurate medical information based on queries [26].

Technologies like Google’s Speech-to-Text and Microsoft’s Azure Cognitive Services
enable Al systems to process spoken language. This capability is essential for voice-enabled
virtual assistants that can interact with medical staff in real time [27].

In our solution, LLMs have been employed for interaction with medical staff using
free format text. In addition, speech-to-text capability is used to facilitate interaction with
medical staff in emergency situations.

4.1.5. Data Management

High-quality, domain-specific datasets are essential for effective fine-tuning and data
preprocessing is often required to ensure high- quality and consistency in data. Effective
data management provides accurate and high-quality data required for evidence-based
recommendations for diagnosis and treatment. Data warehouses allow for efficient main-
tenance and preprocessing of large volumes of structured and unstructured data. In
this regard, cloud-based data warehouses offer scalable and secure options for managing
medical data as they provide robust storage, computing power, and accessibility [28].

In our solution, all structured and unstructured data that will be used for fine-tuning
and production phases should be maintained in a cloud-based data warehouse. Information
on each case, corresponding predictions from fine-tuned models, and the real outcome of
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the case will be recorded. This information can be used in different phases of the study and
for future research and publications.

The diagnostic responses of various Al engines (LLMs such as ChatGPT, Claude, and
Gemini) in emergency health conditions were evaluated as significant outcomes by medical
doctors in emergency medicine. From 300 cases of medical emergency, only 43 cases
(13.66%) were diagnosed wrong by all Al engines, however; in 159 cases (53%) some Al
engines provide wrong diagnosis. Claude offers the best performance of an individual
engine with 84 wrong diagnoses (28%). The results indicated that none of the LLMs is
capable of providing a high accuracy rate suitable for emergency medicine, however, the
collective capability of LLMs in diagnosis is much stronger than each LLM. This identifies
the need for integrated decision-support solutions that can take advantage of the collective
capabilities of LLMs (Table 1).

4.2. Training from Scratch vs. Fine-Tuning

Training LLMs from scratch requires huge computational resources and time to pro-
cess large datasets and adjust millions of parameters. One of the primary advantages
of fine-tuning over training from scratch is the significant reduction in computational
resources. Pre-trained LLMs, such as GPT, have already undergone extensive training on
large datasets, involving substantial computational resources. Fine-tuning these models for
specific tasks requires adjusting only a subset of the parameters, which is computationally
less expensive. Training advanced LLMs from scratch is typically feasible only for large
organizations with significant financial and computational capabilities [29]. On the other
hand, the risk associated with training LLMs from scratch is significantly higher compared
to fine-tuning since it needs considerable resources, with no guarantee of achieving the
desired outcomes [30]. Fine-tuning reduces this risk by employing pre-trained models,
which have already demonstrated their efficiency across various tasks.

Data requirement is another important aspect of training. Training an LLM from
scratch needs vast amounts of data to achieve the required level of performance and
generalization. It can be difficult to achieve high performance on specialized tasks without
considerable domain-specific data. In contrast, fine-tuning requires smaller domain-specific
datasets. The pre-trained model inherits training on general patterns which reduces the
need for huge training data. This is more important for applications in domains where
large datasets are not available.

Finally, fine-tuning often results in superior performance compared to models trained
from scratch even on a specific task. This is because fine-tuned models benefit from the
vast amounts of knowledge embedded in their pre-trained parent models. This avoids
overfitting since transferring learned knowledge from the pre-trained model enhances the
model’s generalization ability when comparing models trained on limited task-specific
data [31].

Regarding the advantages of fine-tuning over training from scratch, we used a fine-
tuning method in our solution to align LLMs with the requirements of a medical emergency
decision-support system.

4.3. Fine-Tuning Methods

Although pre-trained LLMs take advantage of vast knowledge bases, they lack spe-
cialization in specific domains. Fine-tuning addresses this limitation by allowing the model
to learn from domain-specific data to make it more accurate and effective for target ap-
plications. Emergency medicine has its own unique patterns, terminologies, and context.
Fine-tuning pre-trained LLMs allows these models to align with the specific requirements
of emergency medicine.

In our study, real-world emergency data and knowledge from healthcare professionals
are used to fine-tune LLMs. Unlike general-purpose LLMs trained on available infor-
mation on the internet and feedback from users, including many incomplete and fake
information, our fine-tuned models will be trained on emergency-specific data and sci-
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entific decisions made by knowledgeable doctors to provide maximum accuracy in the
emergency medicine field.

There are different approaches to fine-tuning LLMs. Full fine-tuning involves updating
all the parameters of a pre-trained model on a new task-specific dataset. The authors of [32]
demonstrated this approach with BERT where the model is pre-trained on a large dataset
and then fine-tuned on a specific task by adjusting all its weights. This method usually
provides a high level of alignment but can be computationally expensive. In this regard,
some studies focused on reducing computational resources. Feature-based fine-tuning
uses the pre-trained model as a fixed feature extractor without updating parameters and
the output is fed into a task-specific model [31]. This method is less resource-intensive;
however, it might not fully leverage the model’s capabilities for the new task. A few
studies focused on parameter-efficient fine-tuning methods that aim to reduce the number
of parameters updated during fine-tuning. The authors of [33] proposed fine-tuning only
on a small subset of parameters, such as bias terms, which can significantly lower the
computational overhead.

One major problem of fine-tuning is overfitting to task-specific datasets especially if the
dataset is small. Multi-task fine-tuning can avoid overfitting by fine-tuning the pre-trained
model on multiple tasks simultaneously. Some study [34] shows that training on a mixture
of tasks improves generalization and robustness. For general LLMs trained on diverse
domains and tasks, prompt-based fine-tuning can also be a good option. Prefix-tuning and
prompt-based fine-tuning adjust the input prompts or prefixes fed to the model rather than
modifying the model parameters directly. Prefix-tuning by adding prefixes to the input
sequence, allowed the model to adapt to specific tasks [35]. Unlike traditional fine-tuning
where the model’s parameters are adjusted, prompt-based fine-tuning involves minimal
or no changes to the model’s weights. Instead, it relies on designing effective queries
that result in desired outputs from the model. This method leverages the pre-trained
model’s existing knowledge and can be efficient for LLMs trained on various tasks and
knowledgebases; However, designing effective prompts and queries can be challenging and
often requires domain knowledge. Also, some domains may require additional parameter
adjustments to achieve optimal performance.

In our solution, a mixed method of fine-tuning is used. We developed prompt-based
fine-tuning for each LLM to receive optimum domain-specific responses based on the
requirements of emergency medicine. The free-text format queries from medical staff
consisting of health conditions, and symptoms of patients are fine-tuned to obtain optimal
information for emergency medicine from LLMs on most probable diagnoses with their
corresponding probabilities, rationales, urgencies, and treatments. The recommendations
by the solution for intervention and treatment of emergency patients were evaluated as
significant outcomes by a group of subject matter experts. These recommendations were
aligned with standard guidelines and scientific evidence from publications in international
medical journals.

In the next step, the results will be used for full fine-tuning of the model on emergency-
specific data using a low learning rate. Full fine-tuning is particularly beneficial when
enough computational resources are available. Comparing feature extraction methods,
full fine-tuning allows the whole model to learn from the task-specific data and leads
to a more profound adaptation of the model to emergency medicine, which provides
superior performance.

For this purpose, the LLMs will be trained on a domain-specific labeled dataset, where
each input data point is associated with a real outcome of the case. Supervised fine-tuning
can significantly improve the model’s performance on the task, making it an efficient
method for customizing LLMs. The results of queries are fine-tuned by prompt engineering
from each LLM, and the real outcomes of each case will be used for this phase of fine-tuning.
Healthcare professionals in emergency medicine will compare the responses of engines
with the correct diagnosis and treatments for each case. A multi-task approach is used since
the model is fine-tuned on the diagnosis dataset and treatment dataset separately. Also,
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Dynamic learning will be used to extend the training of the model after initial fine-tuning.
By continuously learning from new data and feedback from healthcare professionals,
dynamic fine-tuning can improve the overall accuracy and performance of the model.

5. Working Prototype
5.1. Design of the Prototype

As proof of concept, our team developed a prototype to use LLM engines of ChatGPT,
Claude, and Gemini for diagnosis problems of emergency patients and suggesting primary
treatments. Clinical markers, state of consciousness and alertness, skin color, ocular reflex,
nail refilling, pain, tiredness, drowsiness, nausea, vomiting, nausea, presence of abnormal
spots on the skin, presence of fever or hypothermia, the patient’s clinical history, blood
pressure, oximeter saturation, heart rate, respiratory rate obtained in the area, at home
and/or from the general practitioner; the electrocardiogram ECG trace, the blood gas, the
markers derived from the blood count obtained in the ambulance and emergency room; and
microbiological culture obtained in the emergency room and medical images are employed
as system inputs using free format text, images and speech.

The prototype is developed using Python programming language. The architectural
design consists of three layers as shown in Figure 1:

e Business Layer: The business layer contains rules, logic, and services for providing
medical emergency decision support using the capabilities of LLMs.

e  Presentation Layer: The presentation layer houses the user interface including speech-
to-text and translation capabilities for interaction with medical staff.

e Data Access Layer: The data layer manages the interaction with the database to
maintain data related to each case and corresponding responses from LLMs.

[ Users )
' Calling Services '

Presentation Layer

|
|
|
Business Layer EN———

Data Access Layer

Database

Figure 1. Architectural design of prototype.

These layers mentioned above collectively provide the following functionalities:

Medical advice
Image interpretation
User interface

Data warehouse

5.2. Medical Advice

Medical advice on patient health conditions is provided using prompt-based fine-
tuned LLMs. GPT-4o is used as one of the LLM engines for medical advice. GPT-40
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is one of the most advanced models of OpenAl with the same capabilities as GPT 4-
Turbo, but it is more efficient and faster. It accepts both text and image inputs. We also
employed the Claude 3-opus engine for medical advice. Claude also handles a wide variety
of tasks involving language, reasoning, analysis, and image interpretation. As of now,
Opus is the most powerful model of Claude. The third LLM engine for medical advice is
Google Gemini 1.5-Pro. It is a multimodal LLM with an updated context window of up to
two million tokens.

5.3. Image Interpretation

Interpretation of medical images is also provided using prompt-based fine-tuned
LLMs capable of processing image inputs. GPT-40 is used as one of the engines for image
interpretation. Up until now, GPT-40 has shown the best image processing performance
across OpenAl models. We also employed the Claude 3-opus engine for image interpreta-
tion. Opus is the state-of-the-art vision model of Claude that can generate human-like text
outputs based on both image and text inputs. The third engine used for image interpre-
tation is Google Gemini 1.5-flash. It is a lightweight and fast Al engine with multimodal
reasoning and a context window of up to one million tokens.

5.4. User Interface

NLP capabilities of selected LLMs have been employed for interaction with medical
staff using free-format text. In addition, the speech-to-text capability is used to facilitate
interaction with medical staff in emergency situations. Google Speech to Text is used for
converting speech input to text and Google translation is used for translation between
different languages to facilitate the communication of medical personnel with the system
in different countries (Figure 2).

& ' Medical Emergency Decision Support System = X

78 years old, severe overweight, Hispanic (South-America)

Q What is the problem?

A Thave nausea, tachycardia, tremor, loss of appetite, memory loss, decrease in vision

Q Since?
A Since the last 5 hours.

Q Are you taking any medicine?

A Yes, alot
Q What for?

Get Al Advice All Engines v Interpret Medical Image  Gemini v Speech to Text En-En ~

Diagnosis:

1. Anticholinergic syndrome (most likely)

- Probability: 80%
- Emergency: Low

- Rationale: The patient's symptoms (nausea, tachycardia, tremor, memory loss, decreased vision) are classic signs of anticholinergic syndrome, which can be
caused by taking anticholinergic medications such as dimenhydrate.
- Treatment: Discontinue anticholinergic medications (dimenhydrate), supportive care (IV fluids, antipyretics)

2. Hyperthyroidism (possible)
- Probability: 15%
- Emergency: Moderate

- Rationale: The patient's symptoms (nausea, tachycardia, loss of appetite, memory loss, decreased vision) can also be caused by hyperthyroidism. The

patient's history of frequent urination and unstable gait further supports this diagnosis.

Figure 2. User interface in the prototype.

5.5. Data-Warehousing

The decision-support system is capable of handling structured and unstructured data
of each case and corresponding predictions from LLMs. A data warehouse maintains
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anonymized data of patients and interaction with Al engines. This data can be used in
dynamic fine-tuning of the model. Also, the information can be used for publication
and future phases of the project. In this prototype, Microsoft SQL Server is used for
data warehousing.

6. Assessment of the Prototype
6.1. Medical Assessment

In the pre-hospital phase, Al can support family, community, and ambulance doctors
in making decisions right before ED admission [36]. By analyzing patient data, such as
health status, medical history, current symptoms with vital and physical signs, and the
patient’s medical history, Al can make a strong contribution to the management before even
arriving at the ED to choose the most appropriate course of action [36]. In this project, we
studied and developed an Al model capable of helping the doctor quickly and effectively,
leading toward the most valuable diagnostic paths and making decisions on therapeutic
priorities [36,37].

Infectious diagnostics as well as cardiovascular, imaging, and neurological diagnostics
are areas in which Al has shown great potential. Al is capable of analyzing complex data
patterns, such as electrocardiogram recordings, medical imaging (MRI and CT), and data
to identify potentially lethal conditions such as a heart attack or sepsis [36,38]. Our project
considered the use of the large dataset of ChatGPT, Claude, Gemini, and Google for medical
diagnostics. Through continuous and constant evaluation procedures, our Al increasingly
seeks answers and compatible solutions to questions related to states of emergency at home,
territorial medical centers, and ambulances.

The currently available Al algorithms can analyze complex medical data with un-
precedented precision and speed. In summary, chatbots such as ChatGPT, Claude, Gemini,
and Google have shown a lot of potential in medicine [36,38]. Nevertheless, our study
showed that chatbots could be considered valuable sources of information, and the re-
sponses generated are credible and comprehensive and could be a strong tool in helping
doctors formulate more precise diagnoses and proceed with earlier therapies. We proposed
that a crucial point for effectively exploiting this technology is close collaboration between
medical professionals and artificial intelligence experts [39]. The responses from different
integrated Al engines for different diseases and different disease categories may vary.
Also, the accuracy of each integrated Al engine may depend on the specifics of the input
prompts. This challenge will be addressed by the proprietary intelligent components of
our system, which are currently under development and will be described in detail in our
future publications.

6.2. Comparison with Other Solutions

Comparative analysis of our Al-based system with the existing Al engines can be
performed using different metrics.

Our prototype employs fine-tuned large language models that integrate diverse health-
care data, leading to highly accurate prediction outcomes. In contrast, traditional scoring
systems like the Sequential Organ Failure Assessment and the Systemic Inflammatory
Response Syndrome criteria have been widely used but often suffer from lower accuracy
due to their reliance on a limited set of clinical parameters [40]. Machine learning models
such as the Modified Early Warning Score also provide good predictive performance but
may not capture the full complexity of sepsis [41].

Another aspect that characterizes our prototype is the speed: by leveraging advanced
LLMs and real-time data processing, our system can quickly analyze large volumes of
data and provide rapid risk assessments, whereas many current Al engines may require
significant time-consuming preprocessing [42].

Scalability is another metric that makes our approach innovative, compared with
existing technologies. The design of our data collection framework and the use of cloud-
based infrastructure ensure that our system can scale to handle large datasets and multiple



Electronics 2024, 13, 4389

14 of 17

healthcare settings. This makes it suitable for widespread deployment, whereas many
current models are designed for specific datasets or settings and may struggle to scale
effectively without significant modification [43].

One widely studied Al tool is the Epic Sepsis Model, integrated with Epic’s electronic
medical record software. This model generates sepsis risk estimates every 20 min for
hospitalized patients, but it struggles to differentiate between high and low-risk patients
before they receive treatment. According to recent findings, the Epic Sepsis Model correctly
identified high-risk patients 87% of the time when using all available data but only 62%
before patients met clinical criteria for sepsis, and just 53% before a blood culture was
ordered. This suggests that the model heavily relies on clinical-initiated diagnostic tests,
reducing its effectiveness as an early warning system.

Our system also addresses a critical gap highlighted in the literature: the need for
immediate actionable insights. Unlike the Epic Sepsis Model, which often cues in diagnostic
tests and treatments already initiated by clinicians, our system continuously updates risk
assessments and suggests proactive treatment protocols based on a patient’s evolving
condition. This dynamic interaction is vital for improving clinical outcomes and aligns
with findings from studies that emphasize the importance of real-time data processing and
intervention. In response to benchmarks becoming old very quickly, some of the newer
databases are constantly being updated with new and relevant data points. This is why Al
models have technically not yet managed to match an optimal performance in some areas
such as sepsis diagnosis, even though they are on the way.

Using data from our archive, Google Scholar, and PubMed, we visualized how quickly
our Al prototype has started to beat database benchmarks such as ChatGpt, Gemini, and
Claude, as well as whether it yet reached human levels of skill. Each Al model was devised
around specific skills, like diagnosis accuracy, treatment advice emergency detection, voice
recognition, language understanding, or imaging readings. Each score contrasts with the
following benchmarks: 0 maximally performing baseline to 4, equal to the highest Al
performance on the current dataset. By creating a scale between these points, the progress
of Al models on each dataset could be tracked. Each point on a line means the best result
and as the line trends upwards, our Al model gets closer and closer to matching the best
performance which is represented now by ChatGPT (Table 2 above).

7. Conclusions and Future Directions

In this paper, we introduced a software infrastructure to prototype the integration
of three main LLM engines to support the accurate prediction of medical diagnostics and
treatment. Looking at Table 1, the ChatGPT model outperformed those of Gemini and
Claude for most features. Specifically, ChatGPT was more accurate, providing better treat-
ment advice and explanations of that advice than the other two engines. The Claude LLM
model was better at detecting urgencies than ChatGPT and Gemini, but all three models
show similar capabilities when providing alternative diagnoses. From a user interaction
point of view, both ChatGPT and Claude performed similarly, with both outperforming
Gemini in user-friendliness. In all, ChatGPT appears to provide the best base model to
support the successful prediction of medical diagnostics and treatment. These results can be
expanded by supporting other engines and relying on extensive fine-tuning to accomplish
better accuracy.

Combining the results of LLMs fine-tuned for emergency medicine is a challenging
task that can be addressed by a few advanced Al techniques. Multi-agent Al (MAAI)
involves systems where multiple autonomous Al agents interact within an environment.
These agents can be cooperative or competitive and they work to achieve collective goals.
Interaction protocols define how agents communicate and collaborate with each other.

One of the applications of MAAI in medicine is in the diagnosis of diseases. Some
studies [44] show that multi-agent systems can significantly enhance diagnostic accuracy
by enabling collaborative decision-making among agents, each specializing in different
diagnostic tasks.
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Cooperative Multi-agent Al can leverage the capabilities of various fine-tuned LLMs
specializing in processing specific types of medical data such as lab results, medical im-
ages, and patient history to provide a comprehensive view of patients” health conditions.
Also, various fine-tuned LLMs can focus on various aspects of medical decisions such as
diagnosis, treatment, required tests, etc. Each instance of LLMs can be fine-tuned and
specialized in one specific task in emergency medicine and collaborate with other agents
using Multi-Agent Coordination techniques, which ensure that agents can work together
and make joint decisions effectively.

One other technique to combine the results of fine-tuned LLM:s is stacking individual
models to create a super-learner. Stacking involves training multiple base models and a
meta-model that teaches them to combine their outputs. Combining multiple models to
leverage their collective strengths often leads to improved accuracy and better performance
compared to individual models.

Some studies show the ability of stacking methods to improve the accuracy of predic-
tion and diagnosis of diseases. The authors of [45] used stacking of different neural network
models to predict sepsis and the model achieved robust and interpretable predictions.

Results of LLMs fine-tuned in various aspects of emergency medicine can be integrated
using a super-learner. By combining multiple fine-tuned LLMs using a meta-learner, the
resulting model is less likely to be affected by the weaknesses of any single LLM; however,
it takes advantage of the strengths of fine-tuned LLMs specialized in different tasks.

The limitations of our approach may include an insufficient amount of actual emer-
gency cases for additional training of the integrated LLMs and differences in the medical
practices and regulations in different countries. These limitations can be addressed by
conducting comprehensive case collection from the participating emergency services and
special fine-tuning for different countries.

Further research is needed to develop frameworks to realize multi-agent systems
and super-learners from fine-tuned LLMs. The integration issues and interoperability are
challenges that need to be addressed by these systems. Integrating these systems with
emerging technologies like the Internet of Medical Things (IoMT) could further enhance
the capabilities of medical decision-support systems in emergency medicine. Our future
plans include additional proprietary Al-based components to manage the variability and
accuracy of responses from different integrated Al engines.
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