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contain sensitive identifiable information, and even if these are protected, the excessive
processing capabilities of current machine learning techniques might facilitate the identi-
fication of individuals, raising privacy concerns. To this end, we propose a decision-support
framework for data anonymization, which relies on a novel approach that exploits data

Ke.y words: . . . correlations, expressed in terms of relaxed functional dependencies (rrps) to identify data
Privacy preserving machine learning o . .y . . -

k-anonymity anonymization strategies providing suitable trade-offs between privacy and data utility.
Relaxed functional dependencies Moreover, we investigate how to generate anonymization strategies that leverage multiple
Generalization strategies data correlations simultaneously to increase the utility of anonymized datasets. In addi-

tion, our framework provides support in the selection of the anonymization strategy to
apply by enabling an understanding of the trade-offs between privacy and data utility
offered by the obtained strategies. Experiments on real-life datasets show that our
approach achieves promising results in terms of data utility while guaranteeing the desired
privacy level, and it allows data owners to select anonymization strategies balancing their
privacy and data utility requirements.

© 2022 Elsevier Inc. All rights reserved.

1. Introduction

The increasing amounts of data available together with the advances in information technology have brought several ben-
efits and opened new opportunities for the industry, individuals, and society. In particular, Big Data analytics has enabled the
development of increasingly sophisticated applications ranging from personalized medicine and e-commerce to crowd man-
agement and fraud detection [32]. However, these applications have also introduced new privacy and ethical challenges [37].
Big Data typically holds large amounts of personally identifiable information (e.g., criminal records, shopping habits, credit
and medical history, and driving records), which can enable mass surveillance and profiling programs and raise several pri-
vacy issues [23,18,8,9].

To prevent these issues arising, data protection and privacy frameworks usually define strict requirements on the collec-
tion and processing of personally identifiable information [20,38]. For instance, the General Data Protection Regulation
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(GDPR) ! requires organizations to collect, process, and share personal data only for legitimate and lawful purposes, and to peri-
odically identify privacy risks that can affect the data subjects.

Employing all the measures and procedures for the protection of personally identifiable information, as required by data
protection regulations and, especially, by the GDPR, can be expensive for organizations. Thus, many organizations need to
ensure that the personal data they collect for data analytics are sufficiently anonymized to reduce the associated compliance
burdens [5].? To this end, they often eliminate any unique identifier for each user when collecting personal data. However, this
in itself may not solve the problem, since removing unique identifiers might not be sufficient to guarantee data anonymity [49].
In fact, anonymized data could be de-anonymized through cross-referencing with data gathered from other sources [33,45].
Moreover, the application of machine learning techniques to anonymized data might still lead to the disclosure of sensitive
and confidential information about data subjects, thanks to the power of current predictive models. On the other hand, we
might still want to enable machine learning and data analytics processes to extract useful knowledge and insights from data
while avoiding the disclosure of sensitive information. Thus, the challenge is to devise anonymization techniques that do not
allow re-identification of individuals by using machine learning techniques on anonymized data [49].

To anonymize data within data sharing and analytics contexts, several techniques relying on cryptography, randomiza-
tion, perturbation, etc. have been proposed [27,35]. In this work, we focus on anonymization techniques based on general-
ization. The latter consists of replacing attribute values with more generalized ones so as to make the records in a dataset
indistinguishable from each other [44]. While protecting the privacy of individual records in the data, the application of gen-
eralization results in information loss, which affects the utility of the data for subsequent analysis [33]. Therefore, existing
solutions typically propose approaches to satisfy anonymity constraints that minimize information loss or to find a trade-off
between privacy and data utility requirements [14]. However, they often do not account for correlations in the data when
applying generalization strategies, which can excessively penalize data utility.

To overcome these problems and derive a complete anonymization process, we propose a novel decision-support frame-
work for data anonymization that (i) exploits (multiple) data correlations, represented as relaxed functional dependencies
(repS) [6], in order to define generalization strategies that guarantee the required level of privacy and (ii) supports the entity
responsible for the anonymization of the data (e.g., the data owner) in balancing privacy and data utility requirements. The
main novelty of this work lies in the definition of a set of techniques enabling the exploitation of reps for data anonymization.
In particular, our approach relies on rrps to capture data correlations over the complete set of data (instead of restricting the
scope to correlations between single attributes and the class attribute), while also considering the level of generalization for
each attribute. The extracted rrps are then used as a baseline to derive local generalization schemes where each attribute can
be generalized at a different level of granularity. In order to increase the data utility of the anonymized data, we also inves-
tigate how to combine rrps, thus exploiting multiple data correlations, to devise anonymization strategies that account for a
larger number of attributes while ensuring the required level of privacy. To measure the privacy level and data utility pro-
vided on a given dataset by an anonymization strategy, we use well-known metrics. In particular, we measure the privacy
level of anonymized datasets based on the k-anonymity model proposed in [44], and use classification accuracy and infor-
mation gain as measures for data utility. Several anonymization strategies could potentially satisfy the minimum privacy
level required by the data owner. Our approach also offers data owners and other stakeholders a framework to guide them
in the selection of the anonymization strategy to apply, by facilitating understanding of the trade-off between privacy and
data utility. To this end, we employ a multi-objective optimization method based on Pareto optimality [34] to assist data
owners in selecting optimal anonymization strategies according to their privacy and data utility requirements.

We performed several experiments using publicly available datasets to demonstrate the applicability of our approach to
achieve anonymization in data sharing contexts. Results show that there exists indeed a trade-off between privacy and data
utility when anonymizing a dataset. The experiments demonstrate that the proposed approach provides an effective way to
assist data owners in identifying anonymization strategies that guarantee (at least) the desired level of anonymity while
reducing the loss of data utility caused by generalization. In particular, combining generalization rules and, thus, exploiting
multiple data correlations in the definition of anonymization strategies makes it possible to achieve higher data utility com-
pared to using single rrps extracted from data.

The contribution of the work can be summarized as follows:

e We propose an approach to devise anonymization strategies that exploit correlations in the data, specified in terms of
RFDS, to limit the loss of data utility when anonymized datasets are used for classification activities.

 We show how to exploit multiple data correlations in anonymization strategies to achieve the highest possible data util-
ity for the level of privacy requested by the data owner.

e We provide guidelines to help the data owner identify the anonymization strategies providing an optimal trade-off
between privacy and data utility.

e We have performed extensive experiments to evaluate our approach and compare it with existing anonymization tech-
niques using three real-life datasets.

! General Data Protection Regulation - Final version of the Regulation URL: http://data.consilium.1125europa.eu/doc/document/ST-5419-2016-INIT/en/pdf.
2 Notice that the principles of the GDPR do not apply to anonymized information, i.e., information from which the data subject is no longer identifiable.
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The remainder of the paper is organized as follows. Section 2 introduces background concepts on relaxed functional
dependencies and anonymization. Section 3 reviews related work. Section 4 presents the problem statement and Section 5
describes the proposed approach. Section 6 presents experiments and Section 7 discusses our findings. Finally, Section 8 con-
cludes the paper and provides directions for future work.

2. Background

This section introduces background concepts used throughout the paper, such as those related to relaxed functional
dependencies (rFp) and k-anonymity. To this end, let us first recall some basic concepts of relational databases.

A relational database schema # is defined as a collection of relation schemas (Ry, ..., Ry,), where each R; is defined over a
fixed set of attributes attr(R;), whereas attr(#) = g . ,attr(R;). Each attribute A, has associated a domain dom(Ay), which can
be finite or infinite. A relation instance (or simply a relation) r; of R; is a set of tuples t such that for each attribute
Ay € attr(R;), t[Ay] € dom(Ay),V t € r;, where t[A;] represents the projection of t onto Ay, also denoted with Iy, (t). A database
instance r of a database schema 2 is a collection of relation instances (ry,...,r,), with r; relation instance of R; and R; € #.

2.1. Relaxed Functional Dependencies

Several types of data dependencies have been defined and studied in the literature, including functional, join, and mul-
tivalued dependencies. In this work, we consider relaxed functional dependencies, an extension of functional dependencies
(Fps).

Definition 1 (Functional dependency). Let R be a relation schema of a relational database schema %, a functional dependency
(,p) ¢ between two sets of attributes X, Y C attr(R), denoted by X — Y, specifies a constraint on the tuples that can form a
relation instance r of R : X — Y iff for every pair of tuples tq,t; in r, whenever t;[X] = t[X], then t;[Y] = t;[Y]. The two sets of
attributes X and Y are also called Left-Hand-Side (LHS) and Right-Hand-Side (RHS), resp., of ¢.

Relaxed Functional Dependencies (rrps) extend rps by relaxing some constraints of their definition. In particular, they
might relax on the attribute comparison method or on the fact that the dependency must be valid on the entire database (re-
laxation on the extent). Next, we discuss the relaxation on the attribute comparison method only, since our approach relies
on reDS belonging to this category.

Relaxation on the attribute comparison method. This kind of relaxation allows the use of an approximate tuple comparison
operator, say =, instead of the “equality” operator used in the b definition. In order to define the type of attribute compar-
ison method that is used within an rrp, we need to introduce the concept of similarity constraint.

Definition 2 (Similarity constraint). Given an attribute A with domain D and a threshold «, let $[A] : D x D — R be a function
evaluating the similarity between two values in D. A similarity constraint ¢ associated to attribute A, also denoted as A,
indicates that a pair of values a;,a, € D can be considered similar if and only if ¢[A](a;,a;) < o.

As an example, the function ¢ can be defined in terms of a similarity metric =, like for instance the edit or the Jaro dis-
tance [12], such that, given two values a;,a, € A, a; =~ a, holds iff a; and a, are “close” enough w.r.t. a predefined threshold .

The concept of similarity constraint can be generalized in terms of set of similarity constraints defined over a set of attri-
butes X = {Ay,..., A}, and it is denoted as ® = {Ai,,, .., Akcs, }-

Based on the relaxation criterion introduced above, we provide a general definition of rrp:

Definition 3 (Relaxed functional dependency). Let R be a relation schema of a relational database schema # and r a relation
instance of R, a relaxed functional dependency (rFp) ¢ on R, denoted by

Xo, = Yo, (1)

where

e X, Y Cattr(R), withXnY = &,
e ®; and @, sets of similarity constraints on X and Y, respectively,

is said to be valid on r, or equivalently, r satisfies ¢ (denoted by r [ @), iff for each pair of tuples t; and t, of r, if ®; is true for
each constraint A, € @4, then ®; is true for each constraint B.; € ®,.

In other words, if t;[X] and t,[X] agree with the constraints specified by ®,, then t;[Y] and t,[Y] must agree with the con-
straints specified by @,.

Now, we introduce the notion of Roll-up dependency (rup), which represents the specific type of rrp relaxing on the attri-
bute comparison used in our approach. It maps the similarity constraints by means of the order relation defined in terms of
generalization hierarchies [4]. In particular, a generalization hierarchy contains several levels, on which an order relation <
can be defined.
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Given the layered structure of a generalization hierarchy, a relation schema R is defined as a set of attribute-level pairs,
from which a “generalization” schema (hereafter called genschema) can be built by replacing a level | with a level I, with
I < I, and/or by entirely omitting certain attributes from R.

Given a genschema G of a relation schema R and an instance r of R, two tuples t;,t, of r are said to be z-equivalent iff t;
and t, become equal after rolling up their attribute values at most as many levels as the ones specified by «.

Definition 4 (Roll-up dependency). Let G be a genschema of a relation schema R and X, Y C attr(R), a roll-up dependency (rRub)
Xo, — Yo, is valid on an instance r of R, if and only if for each tuple pair (ti,t2) of r, if IIx(t;) and IIx(t,) are a-equivalent,
then also ITy(t;) and ITy(t;) must be a-equivalent.

2.2. K-anonymity

K-anonymity is a largely used anonymization technique, which has been introduced to reduce the risk of re-identification
of anonymized data [39]. Some pieces of information in the data may not be unique identifiers by themselves, but their com-
bination yields a unique identifier [49]. These pieces of information are typically referred to as quasi-identifiers. K-anonymity
requires that quasi-identifiers appear in the data at least k times.

Definition 5 (k-anonymity). Let r be an instance of a relation schema R = {A,...,As}, and Q C attr(R), then ro = Iy (r) is
said to satisfy k-anonymity if for each tuple ty € ro there exist at least k tuples t; € r, with 1 <i < k, such that I () = tg.

3. Related work

A large body of research has investigated how to train a classifier while preserving the privacy of individual records. Exist-
ing solutions can be categorized into two main classes: approaches based on cryptographic techniques, in which the classi-
fier model is securely computed [41], and anonymization techniques, in which data are perturbed before they are disclosed.
Several anonymization techniques have been proposed over the years to enable the sharing of sensitive data [31]. The first
proposed technique is k-anonymity [39], which requires each record in the data to be indistinguishable from at least k — 1
other records (cf. Section 2.2). Although k-anonymity protects against identity disclosure, it fails to guarantee an adequate
level of protection with respect to the disclosure of sensitive attributes. This has led to the definition of several anonymiza-
tion techniques, e.g. ¢-diversity, t-closeness, m-confidentiality p-probabilistic (see [49] for a survey), which account for the
semantic closeness and distribution of the values of sensitive attributes. More recently, differential privacy has been pro-
posed to limit the disclosure of private information of individual records by introducing noise during the training of the clas-
sification model [10]. However, these techniques cannot be directly employed in our approach because, although they
provide a more robust approach (compared to k-anonymity) for data perturbation, they do not offer a metric to measure
the privacy level of a given dataset. Nevertheless, these techniques can be employed on top of our approach to provide addi-
tional privacy guarantees before the generalized dataset is disclosed.

k-anonymity is usually achieved using generalization (i.e., replacing attribute values with more generalized values, typ-
ically defined in an attribute taxonomy), and suppression (i.e., deleting/masking attribute values) [31]. In particular, different
generalization strategies and schemes have been proposed. For instance, existing approaches use domain generalization
hierarchies (DGH), in which attribute values are generalized by suppressing some parts of them (e.g., a digit in the ZIP code),
or value generalization hierarchies (VGH), in which attribute values are aggregated into classes. Generalization can be
applied to the data globally or locally [49], where global schemes use the same generalization for all attributes (i.e., all attri-
butes are generalized at the same level), and local schemes allow applying a different generalization for each attribute. While
protecting the privacy of individual records in the data, the application of generalization results in information loss [14]. For
example, generalization strategies, especially those based on DGH, might not preserve correlations in the original data. Sim-
ilarly, the use of global generalization schemes can result in a dataset that is too coarse-grained for further analysis, partic-
ularly when the attributes in the dataset exhibit different susceptibility to generalization. Therefore, in this work, we target
local generalization strategies based on VGH.

Finding an optimal solution for the k-anonymity problem is, in general, NP-hard [25]. This has spurred the design of polynomial
algorithms able to find “good-enough” solutions for real-life datasets. Table 1 provides the characteristics of interest of existing
techniques compared with those of our approach. In particular, we consider the approach used to determine the anonymization
strategy (i.e., greedy, heuristic, and so on), the privacy model employed (i.e., k-anonymity, I-diversity, and so on), the anonymiza-
tion techniques (i.e., generalization, suppression, and so on), the supported attribute type (i.e., numerical and/or categorical), the
usage of attribute taxonomies, and the employed utility metrics (i.e., information gain, accuracy, and so on).

Some techniques aim to anonymize a dataset without taking into account its subsequent use. For instance, Optimal Lat-
tice anonymization (OLA) [11] exploits generalization and suppression to achieve k-anonymity by searching for an optimal
node in a lattice structure representing possible generalization steps. [25] propose Mondrian, a top-down algorithm for
achieving k-anonymity by partitioning the attribute domain space into multidimensional regions. The algorithm uses the
highest generalization of quasi-identifiers as a starting point and, then, recursively specializes them into partitions by apply-
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Table 1
Related work categorized w.r.t. criteria of interests.
Approach Privacy guarantee Anonymization Attribute type Attribute Data utility metric
technique taxonomy
[11] Greedy k-anonymity Generalization, Numerical, Yes Information loss
Suppression Categorical
[25] Greedy k-anonymity Generalization Numerical No Discernibility metric
[26] Greedy k-anonymity, [-diversity Generalization Numerical, Yes Entropy, Accuracy
Categorical
[1] Greedy k-anonymity, [-diversity Generalization Numerical, Yes Information loss
Categorical
[2] Greedy k-anonymity, Randomization, Numerical, Yes Information loss
differential privacy Generalization Categorical
[47] Greedy, Heuristic k-anonymity Generalization Categorical Yes Information loss
[28] Clustering k-anonymity Generalization Numerical, No Information loss
Categorical
[48] Clustering k-anonymity Generalization, Categorical Yes Information loss
Suppression
[42] Association k-anonymity Generalization Numerical, No Information loss
Generalization Categorical
[16] Greedy k-anonymity Suppression Numerical, No Accuracy error,
Categorical Information gain
[17] Greedy k-anonymity Generalization Numerical, Yes Accuracy error,
Categorical Information gain
[36] Greedy k-anonymity Generalization Numerical, Yes Accuracy error,
Categorical Information gain
[22] Greedy k-anonymity Suppression, Numerical, No Accuracy, Information
Swapping Categorical loss
[13] Greedy k-anonymity Suppression Categorical No Information loss,
Accuracy
[46] Heuristic k-anonymity Generalization, Categorical Yes Accuracy, F-measure,
Suppression Information loss
[29] Heuristic k-anonymity, I- Re-sampling Numerical, No Information loss,
diversity, t-closeness Categorical Accuracy
Our approach Relaxed Functional k-anonymity Generalization Numerical, Yes
Dependencies Categorical

Accuracy, Information
gain

ing multidimensional cuts until no further cuts are available. Mondrian has been extended to exploit value generalization
hierarchies [26] and to support I-diversity [1]. [2] present a data anonymization algorithm that provides k-anonymity and
differential privacy guarantees. This algorithm uses attribute taxonomies and a randomization approach, implemented via
sampling, to meet differential privacy. More specifically, the search strategy employs a (randomized) best-first search
through the generalization hierarchies, by using a score calculated according to given data quality metrics (i.e., information
loss, discernibility, and group size) in order to release a randomized version of a given dataset. Another well-known
anonymization approach is top-down greedy (TDG), proposed in [47]. It iteratively performs a binary data partitioning in
combination with a heuristic to split the data into equivalence classes, and it uses normalized certainty penalty (NCP) as
a data quality metric to assess the information loss caused by anonymization.

The approaches mentioned above rely on greedy and/or heuristic based solutions to satisfy k-anonymity, and possibly,
other privacy models. Other approaches rely on different generalization techniques, such as clustering, and/or exploit data
properties, such as functional dependencies. For instance, in [28], records are partitioned into equivalence classes by exploit-
ing clustering, aiming to satisfy k-anonymity. At each iteration, the algorithm randomly extracts one record from the dataset
and determines other closest k — 1 records relying on the NCP distance function, which form an equivalence class with the
extracted record. [48] propose a weighted k-member clustering algorithm able to achieve k-anonymity for records encom-
passing both numerical and categorical attributes. This algorithm leverages a weighting stage and a series of weighting indi-
cators to evaluate the outlyingness of records, facilitating the filtering of outliers and improving the clustering quality.
Finally, [42] propose k-multiset dependency (K-MSD), an algorithm that uses association generalization (AG), i.e., a function
mapping attribute values into their generalized versions, to provide k-anonymized datasets on which rps are preserved. In
particular, k-anonymity is considered as a kind of data dependency and is achieved by specifying K-MSDs among attributes.
All these approaches aim to find an anonymization strategy that is “optimal” with respect to well-known and/or ad hoc data
quality measures and that satisfies a given level of privacy. In addition, viewing k-anonymity as a kind of functional depen-
dency, the approach in [42] guarantees k-anonymity by preserving data correlations expressed as rps. In contrast, our
approach uses data correlations, expressed as rrps, also to guide the identification of suitable anonymization strategies,
and not to merely define integrity constraints.

A number of approaches specifically target anonymity within classification contexts. Since the k-anonymity satisfiability
still remains a complex problem, brute-force solutions have been only applied to specific application scenarios [14]. More
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general approaches typically rely on approximate solutions that are able to provide good results in terms of classification
accuracy. For instance, a general approach to achieve anonymization within various data mining problems, such as classifi-
cation, association rule mining, and clustering, is proposed in [16]. This approach constructs a classification model similar
to the well-known ID3 decision tree induction algorithm, and iteratively splits the data by selecting, among all attributes,
the one achieving the highest gain (for a specific gain function, e.g., Information Gain or the Gini Index). Similarly, several
approaches based on a top-down specialization strategy have been proposed [17,36]. They aim to achieve anonymity while
preserving its usefulness in classification by applying generalization steps in a top-down fashion, and by using a generaliza-
tion taxonomy for categorical attributes and intervals for continuous ones. Then, these approaches employ information gain
and anonymity loss as data quality measures to evaluate the effectiveness of the obtained generalization strategy. [22] pro-
pose an approach relying on both suppression and swapping to preserve anonymity in the context of classification. Their
approach leverages an existing classification tree induction algorithm, trained on quasi-identifiers, by manipulating tree
leaves to achieve k-anonymity, and measuring the data utility by means of the information loss measure. On the other hand,
[13] propose a surrogate vector-based model to classify anonymized trajectory datasets. This model reduces the data dimen-
sion significantly, and prunes unnecessary candidate sequences through a length-based frequent pattern tree (LFP-Tree) to
improve data utility while satisfying k-anonymity. To manage the k-anonymity satisfiability over high dimensional data,
[46] propose a novel heuristic method based on local recording. The approach vertically divides raw data into disjoint subsets
to be anonymized, and exploits the k-anonymity requirements together with attribute correlations to guarantee a suitable
level of data utility, measured by accuracy, F-measure, and information loss. Finally, [29] propose a more general privacy-
preserving method that uses conditional probability distribution to predict sensitive attribute values to be replaced, and relies
on k-anonymity, [-diversity, and t-closeness to minimize differences in data distribution between the original and the re-
sampled dataset, which has been then evaluated in terms of accuracy computed after applying several classification models.

The approaches discussed above either solve a different problem or tackle only partially the ones addressed in our pro-
posal. In particular, all surveyed approaches aim to derive only one generalization strategy guaranteeing a given level of
anonymity, and those targeting the classification domain also verify the achieved accuracy, but mostly a posteriori. Another
limitation of the surveyed approaches lies in the fact that specialization steps are defined over a single attribute at a time,
hence neglecting possible data correlations that would allow the simultaneous evaluation of multiple attributes for the def-
inition of the generalization strategy. The only work exploiting data dependencies [42] merely uses them as constraints to be
verified upon the application of the K-MSD algorithm, but not to identify possible anonymization strategies. Moreover, as
highlighted in Table 1, several approaches only support the anonymization of a single type of data, either categorical or
numerical. Finally, several approaches do not rely on attribute taxonomies for generalization. Although the definition of
these taxonomies requires some initial effort, approaches that do not employ them require a computationally expensive
pre-processing step, yielding possible distortions in the data and/or bias during classification processes. Moreover, their per-
formances are often influenced by the dataset dimensionality.

In this work, we propose a decision-support framework for data anonymization that addresses the identified limitations.
Differently from previous anonymization techniques that aim to define a single anonymization strategy satisfying a given
level of anonymity, our framework addresses a more general problem. In particular, it provides data owners with an under-
standing of the trade-offs between privacy and data utility when anonymizing their datasets. The main novelty of the pro-
posed framework lies in the usage of reps to directly evaluate combinations of attributes, together with possible
generalizations over the data, also embedding a priori criteria to preserve classification accuracy while searching strategies
guaranteeing k-anonymity. In particular, it uses reps extracted from the data to define a collection of candidate generalization
configurations for data anonymization and leverages the Pareto principle to identify those configurations that provide an
optimal trade-off between privacy and data utility. In the next section, we introduce the problem of data anonymization
in classification processes and, then, we present our framework in Section 5.

4. Problem statement

Classification models capture correlations between the attributes of individuals and a class value, and are often used to
predict the class value for any unseen new observation. Classification models are built from a training dataset, which might
contain sensitive information. This information could be inferred from the classification model by exploiting the correlations
encoded in the model [31]. To this end, training data are usually anonymized by removing identifiable information before the
classifier is trained. However, data can still be re-identified using quasi-identifiers [49].

Example 1. Let us consider the sample dataset in Table 2, which is extracted from the Adult dataset.? Each tuple describes an
individual, where age, workclass, fnlwgt, education, maritial-status, occupation, relationship, sex,and capital
gain are attributes characterizing her, whereas attribute classes indicates whether her annual income is greater or lower
than 50K. From this sample dataset it is possible to narrow down tuple t; to a specific individual by looking, for instance, at the
age attribute, as this is the only tuple for which age is equal to 39.

3 https://www.openml.org/d/179
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Table 2
A sample dataset containing users’ information.
age workclass fnlwgt education maritial-status occupation relationship sex capital- classes
gain
t; 39  State-gov 77516 Bachelors  Never-married Adm-clerical Not-in- Male 2174 >50 K
family
t, 50  Self-emp-not- 83311 Bachelors ~ Married-civ-spouse Exec-managerial Husband Male 0 >50 K
Inc.
t; 38  Private 215646 HS-grad Divorced Handlers- Not-in- Male 0 <=50 K
cleaners family
ty 53  Private 234721 11th Married-civ-spouse Handlers- Husband Male 0 <=50 K
cleaners
ts 37  Private 159449 Bachelors  Married-civ-spouse Prof-specialty Wife Female 0 >50 K
tsé 37  Private 284582 Masters Married-civ-spouse Exec-managerial ~Wife Female 0 <=50 K
t; 49  Private 160187 9th Married-spouse- Other-service Not-in- Female 0 >50 K
absent family
ts 52  Self-emp-not- 209642 HS-grad Married-civ-spouse Exec-managerial Husband Male 0 <=50 K
Inc.
tg 38  Private 45781 Masters Never-married Prof-specialty Not-in- Female 14084 >50 K
family
tip 49  Private 159449 Bachelors  Married-civ-spouse Exec-managerial  Husband Male 5178 >50 K

This simple example shows that only removing identifiable information from a dataset might not be sufficient to guar-
antee anonymization. Anonymized data can be re-identified by linking the data by means of other data sources [45,19].
Therefore, before disclosing a dataset containing highly sensitive information, data owners often transform it to reduce
the risk that its records can be re-identified. An anonymization model largely used for this is k-anonymity, which requires
that at least k individuals in the dataset share the same set of attribute values (cf. Section 2.2 for details).

A common way to achieve k-anonymity is through generalization [21]. Intuitively, generalization is used to replace the
values in a dataset with more general values. For example, numerical data can be replaced by intervals, whereas categorical
attributes can be generalized to higher conceptual values. Hence, the application of generalization results in more tuples to
be indistinguishable (i.e., with identical quasi-identifiers), thus contributing to achieve the desired level of k-anonymity.

The values of an attribute can be generalized at a different granularity, providing different levels of generalization and
therefore of k-anonymity. Generalization levels can be organized in a hierarchical structure (hereafter called attribute taxon-
omy), which can be used to regulate the level of generalization to be applied to an attribute. In this work, we assume that
every quasi-identifier in the dataset is associated with an attribute taxonomy representing all generalization levels defined
for it.

Example 2. Fig. 1 shows the taxonomy of the age attribute for the example dataset in Table 2. As shown in the figure, the
leaf nodes (level 0) represent the values in Table 2 that can be generalized at different levels. For instance, value 39 can be
replaced with interval [35,40) at level 1, with interval [35,45) at level 2, and so on.

Based on the taxonomy for the attribute age in Fig. 1, it is easy to observe that by applying generalization at level 1 for the
age attribute on (a projection of) the sample dataset in Table 2 we achieve k-anonymity with k = 2 (cf. Table 3(a)), whereas
we achieve k-anonymity with k = 5 by applying generalization at level 2 (cf. Table 3(b).

This example shows that by increasing the generalization level of an attribute we can achieve a higher anonymity level
(represented by the value of k). Nonetheless, the application of generalization can have a negative impact on data utility. For
example, generalization can decrease the performance of a classifier when trained on an anonymized dataset, as generaliza-
tion might weaken the correlations in the data [24,40]. Finding suitable generalization strategies that preserve anonymity
while not affecting (too much) data utility is not trivial and requires finding a trade-off between anonymity and data utility.
This trade-off boils down to determine suitable levels of generalization that guarantee data anonymization while maintain-
ing as much data utility as possible.

In this work, we propose a novel anonymization technique that uses generalization and k-anonymity validation to anon-
ymize a dataset while minimizing the loss of data utility. To this end, we exploit data correlations in the dataset, expressed in
terms of relaxed functional dependencies (rrps), as a guideline to define suitable generalization strategies. In the next section,
we present our approach that, given a dataset and the attribute taxonomies as input, extracts rrps that suggest generalization
levels ensuring a given level of data anonymization while maintaining as much data utility as possible.

5. A decision-support framework for data anonymization

This section presents a decision-support framework for data anonymization. We show how data correlations, expressed
in terms of relaxed functional dependencies (rrps), can be used to devise strategies for the anonymization of datasets to be
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Fig. 1. Taxonomy of the age attribute for the dataset in Table 2.

?ezleer:lization of (a projection of) the dataset in Table 2 over attribute age by considering two generalization levels defined in Fig. 1.
(a) Level 1 (b) Level 2
age age

1 [35,40) 1 [35.45)
t2 [50,55) t2 [45,55)
t3 [35,40) t_3 ’ [35.45)
t 4 [50,55) t4 [45,55)
S [35,40) S ’ [35.45)
t6 [35,40) t6 [35,45)
t7 | [45,50) t7 ' [45,55)
t8 [50,55) t8 [45,55)
t9 | [3540) t9  [3545)
t_10 | [45,50) 10 [45,55)

used for classification activities. In particular, our approach aims to identify anonymization strategies that comply with the
privacy requirements of data owners for the sharing of their datasets while limiting the data utility loss due to the
anonymization process. Intuitively, we use rrps as guidelines to determine which subsets of attributes should be generalized
and at which level, in such a way that the resulting anonymized dataset meets (at least) the minimum level of anonymity
required by the data owner and, at the same time, its data utility is preserved as much as possible. The application of dif-
ferent reps can result in different anonymization strategies, offering different levels of privacy and data utility. Our approach
offers data owners and other stakeholders a framework to guide them in the selection of the anonymization strategy to
apply. In particular, it enables the understanding of the trade-off between privacy and data utility offered by the obtained
strategies by assessing their impact on data utility and their privacy guarantees.

5.1. Overview

Fig. 2 shows an overview of our approach. Given an input dataset and a taxonomy of its quasi-identifiers, we first extract
generalization rules expressed in terms of reps (RFD Extraction), and use them to determine which attributes should be gen-
eralized and at which level.

To assess the quality of a generalization rule, we first apply it to the input dataset to replace attribute values with more
general ones, and then compute the anonymity level and the data utility for the resulting generalized dataset (Generaliza-
tion). In a second step, we extend the coverage of the reps that satisfy a given level of anonymity by joining generalization
rules to increase data utility (Coverage). The data anonymization and utility provided by the obtained extended rrps are then
assessed as in the previous step (Generalization). The obtained generalization rules provide data owners with a view of which
generalization rules can be used to anonymize their datasets and their effects in terms of data utility and anonymization.
Next, we present the steps of our approach in detail.
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Fig. 2. Overview of the approach.

5.2. Generalization rule extraction

The first phase of our approach (represented by the two blocks within the dashed line in Fig. 2) aims to extract general-
ization rules in terms of rrps and to determine the level of anonymity and data utility they achieve when applied on a dataset.
RFDS are extracted from the input dataset, along with the generalization levels (defined with respect to the given attribute
taxonomies), by using roll-up dependencies. In this process, all the attributes of the dataset are used for the extraction of
reDS. Recall from Section 2.1 that this is a type of rep that allows to retrieve not only attribute correlations, but also the gen-
eralization level of the attributes, according to a given attribute taxonomy.

During rep extraction, we only consider reps having the classification attribute (i.e., attribute classes in the example
dataset of Table 2) on the right-hand side, with generalization level equal to 0. This is because we are interested in the gen-
eration of anonymized datasets that can be used to train a classification model. Accordingly, our focus is on correlations
involving the classification attribute and preserving its original values.

Example 3. The classification attribute classes of the dataset in Table 2 can take two values, namely “>50 K” and
“<=50 K". If this attribute is generalized to a single value, for example, [Any classes], all tuples in the dataset will have the
same value for it, making the dataset ill-suited to train a classification model.

The obtained rrps identify which attributes along with their generalization level can allow performing classification activ-
ities, based on the data correlations within the dataset. Accordingly, each rrb can be used to produce an anonymized version
of the dataset, in which only the attributes involved in the rrp are selected and generalized at the level specified by the rrp
itself. This is done by replacing the value of the attributes in the original dataset with those defined in the specified level of
the corresponding attribute taxonomy. All attributes that do not occur in the rrp are mapped to the highest level of the cor-
responding attribute taxonomy, as they are not involved in the correlation defined by the rep.

Example 4. Suppose that the following rep is extracted from the dataset of Table 2:
agegs, fnlwgt — classesco

The right-hand side of the rrp contains the classification attribute classes, whereas the left-hand side contains the sub-
set of attributes age and fnlwgt to be generalized. The generalization level is defined by the values after the tag “<”.

Table 4 shows the dataset resulting from the application of this rrp to the dataset in Table 2. We can observe that the
attributes age and fnlwgt have been generalized by replacing their original values with those defined by the generalization
level specified by the rrp (as an example, the taxonomy for attribute age is reported in Fig. 1). The values of other attributes
are generalized to the highest level. For the sake of clarity, we omitted them in Table 4.

Since the extracted rrps provide different levels of data anonymization and data utility, such levels can be used to deter-
mine which rep(s) should be used for the generation of the generalized dataset. We measure the privacy level offered by an
RFD using the k-anonymity model proposed in [44], as described in Section 2.2.* Accordingly, given a dataset anonymized by
applying the generalization rule, we compute the anonymity level provided by the generalized dataset as the minimum number
of tuples that are indistinguishable with respect to the quasi-identifiers. It is easy to observe from Table 4 that the application of

4 Since we measure privacy in terms of anonymity, the terms “privacy level” and “anonymity level” are used interchangeably in the context of this work.
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Table 4
A sample application scenario of a single RFD.

age fnlwgt Classes
t1 | [35,55) | [0,100000) >50K
ta | [35,55) | [0,100000) >50K

t3 | [35,55) | [200000,300000) | <= 50K
ty | [35,55) | [200000,300000) | <= 50K
ts | [35,55) | [100000,200000) | >50K
te | [35,55) | [200000,300000) | <= 50K
t7 | [35,55) | [100000,200000) | >50K
ts | [35,55) | [200000,300000) | <= 50K
tg | [35,55) | [0,100000) >50K
tio | [35,55) | [100000,200000) | >50K

the rep presented in Example 4 achieves a k-anonymity level with k = 3. On the other hand, we measure the data utility of an rep
in terms of classification accuracy and information gain. Classification accuracy allows us to evaluate the data utility in the con-
text of a classification model, whereas information gain provides us a general measure of data utility, which can be used to eval-
uate the effect of anonymization on a dataset w.r.t. data entropy.

In summary, this step of the approach returns a list of rrps along with their anonymity level (measured in terms of k-
anonymity) and data utility (measured in terms of accuracy and information gain), as illustrated in the following example.

Example 5. The following rrps, along with their corresponding data anonymization and data utility measures, are extracted
from the dataset in Table 2:

e [r1:] [age<s, fnlwgty; — Classesco;k: 3;A: 65;1G: 0.011657;

o [1ry:] [age<s, gender< — Classesco);k: 4;A: 66;1G : 0.043581;

e [r3:] [workclasscy, capital —gaings, marital — status<« — Classescol;k:3;A:67;IG: 0.072174;
o [r4:] [morkclass<y, agecs, marital — status<« — Classesco);k:5;A:61;1G: 0.007948;

o [r5:] [relationship«i, educations,, capital — gaing — Classesco);k:2;A: 68;1G : 0.079399;

where k,A, and IG represent the anonymity level, accuracy, and information gain, respectively. We can observe that ry
achieves the best anonymity level (k = 5), but the worst accuracy (A = 61). On the other hand, rs achieves the best accuracy
(A = 68), but the worst anonymity level (k = 2).

As shown in the previous example, data owners are left with the task to determine which generalization rules should be
used for the anonymization of their datasets. This can be a complex task, as a large number of rrps can be potentially
extracted from the dataset itself [7,5], and not all of them might satisfy the desired level of anonymity. In addition, rFps usu-
ally capture basic correlations in the data, involving a limited number of attributes and, thus, limiting the data utility that can
be achieved from their application. Increasing the number of attributes on the left-hand side of an rep will make it possible to
involve more attributes in the anonymization of the dataset, and thus, increase its data utility [33]. However, the use of more
attributes could reduce the level of anonymity guaranteed by the generalization rules. Therefore, the data utility can be
improved only where, and to the extent that, the minimum level of anonymity required by the data owner is satisfied.

In the next section, we present our approach to identify the generalization rules satisfying a given level of anonymity
while maximizing data utility. To this end, we devise an rep join strategy to increase the length of their left-hand sides, in
an attempt to increase the data utility provided by the baseline generalization rules obtained before joining the rrps.

5.3. Generalization rule selection and improvement

This phase of the approach (represented by the two blocks within the dotted line in Fig. 2) aims to generate a set of can-
didate generalization rules from the rrps derived in the previous phase of the approach (cf. Section 5.2), which satisfy at least
a given level of anonymity and, at the same time, limit the data utility loss due to the anonymization process.

Some rrps identified in the previous step may not guarantee a level of anonymity that is acceptable for the data owner. In
particular, the data owner might define minimum anonymization requirements for a dataset to be shared with other parties.
According to the k-anonymity model, we model these requirements as a user-defined threshold ¢, indicating the minimum
anonymity level that the dataset should satisfy in order to be considered for sharing. We use the threshold t to determine

10
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whether an rrp provides a sufficient level of anonymity. To check if an rep is suitable for anonymization, the rep is applied to
the original dataset and the anonymity level k of the obtained anonymized dataset is computed using the k-anonymity
model (cf. Section 5.2). If the anonymity level k of the obtained anonymized dataset is equal or greater than the user-
defined threshold t, then the rrp satisfies the minimum anonymization requirements, and it is considered in the anonymiza-
tion process; otherwise, the rep is discarded.

The rrps obtained in the previous phase capture only basic correlations in the data, hence limiting the data utility that can
be achieved through their application. To this end, we analyze the attributes involved in the rrps and define a coverage strat-
egy to increase the number of selected attributes to be used for the anonymization of the dataset. Our strategy compares the
reDS and determines which ones can be combined to improve data utility. The intuition is that joining rrps allows to account
for multiple data correlations simultaneously, hence increasing the number of attributes that can be used. Since combined
RFDS have to be valid on the considered dataset, not all rrps can be combined.

Before presenting the procedure for generating the candidate generalization rules, we introduce the notion of compatible
reDS, wWhich specifies when two rrps can be joined. Intuitively, two rrps are compatible if and only if their left-hand side attri-
butes are disjoint or occur with the same generalization level, as formalized in Definition 6.

Definition 6 (rrp Compatibility). Let Xo — C<o and Xy — Co be two reps such that X = {Aq,..., Ay}, X' = {Bq,...,Bn}, and
each attribute A; (B;) is associated with a generalization level ¢; (¢;) in @ (@'). We say that the two rrps are compatible if and
only if:

e XNX =, or
e VA; € X and B; € X/, such that A; = B; e XN X/, then ¢; = ¢].

Algorithm 1 presents the procedure used to generate the candidate generalization rules. The algorithm takes as input the
list of reDs Z obtained in the previous phase of the approach (cf. Section 5.2), the dataset D with the corresponding attribute
taxonomies T, and a threshold t representing the minimum level of anonymity to be satisfied, and returns a list of candidate
generalization rules R satisfying at least the required level of anonymity t along with their anonymity level and data utility
measures. The algorithm uses three lists which are initialized to the empty set (line 1): R contains the rrps satisfying the
required level of anonymity t together with their anonymity level and data utility measures; Z' is a support list containing
the rrps that satisfy the required level of anonymity t, and W is a support list used to take track of the rrps to join.

Algorithm1 Join proceduret

INPUT: Dataset D, taxonomy T, list of rrps Z, threshold t
OUTPUT: List of generalization rules R

1:R=3.7 =;W:=g&

2: for each (e; € Z) do

3: D' «+COMPUTE_generalization(e;,D,T)

4: k —COMPUTE k(D)
5: if (t < k) then

6: Z' —7'u{e}

7: m «—COMPUTE_dataUtility (D) >m = (InfoGain, Accuracy)
8: r— (e;,k,m)

9: R—Ru{r}

10: end if

11: end for

12:2w:=7

13: while W # &5 do
14: L=y

15: for each (x;,y; € W) do

16: Let Xj = Xo — Cgo

17: Lety; =Yy — Coo

18: if (XNY =) v(VaeXnY level(Y[a]) = level(X[a])) then

19: Ci = Xo, Yd)f — Cgo

20: D' —COMPUTE_generalization(e;,D,T)
21: k «—COMPUTE_k (D")

22: if (t < k) then

23: L—Lu{c}

(continued on next page)
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24: m —COMPUTE_dataUtility (D)
25: r— (¢, k,m)

26: R—RuU{r}

27: end if

28: end if

29: end for

30 WL

31: end while

32: return R

The first block of Algorithm1 (lines 2 to 12) aims to determine the reps that satisfy the required anonymity level t and
compute their data utility measures. Each rrp in Z is used to create a generalized version of the dataset D using the function
COMPUTE_generalization (line 3). Then, the anonymity level of the generalized dataset D’ is computed through the func-
tion COMPUTE_k (line 4), as described in Section 5.2. The rep is then stored along with its anonymity and data utility measures
in R (line 9).

Once the reps satisfying the required level of anonymity have been identified, the algorithm joins them to improve their
data utility measures while guaranteeing that the baseline anonymization requirement ¢ is still satisfied (lines 12 to 31). In
particular, the algorithm uses a list W to keep track of which rrps should be considered at each iteration to create new Rrrps,
which is initialized to the set Z' (line 13). The reps in W are analyzed pairwise (lines 15 to 29): if two reps x; and y; are com-
patible (cf. Definition 6), a new rep ¢; is created by joining them (lines 18-19). The new rrp ¢; is then used to create a gen-
eralized dataset D' using the function COMPUTE_generalization, and the function COMPUTE_k is used to compute its
anonymity level (lines 20-21). If the anonymity level of D’ is greater than the user-defined threshold t,c; is added to L
and the data utility measures of D’ are computed though the function COMPUTE_dataUtility (lines 22-26). Finally, ¢; along
with its anonymity level and data utility measures is added to R (line 27). After all rules in W have been analyzed, L contains
the generalization rules obtained by combining the rrps in W, which satisfy the minimum level of anonymity. These rules are
used in the next iteration. The algorithm terminates when no generalization rule satisfying the minimum level of anonymity
can be created, returning at least the reps in Z', and possibly new reps along with their anonymization and data utility levels.

It is worth noting that the rrps analyzed during an iteration are exactly those obtained in the previous iteration (line 30).
By doing so, no candidate rrp is missed. In fact, we can observe that: (i) a set of rrps can be combined into a new rep if and
only if each rrp is compatible with the others; and (ii) if the combination of two rrps does not meet the minimum anonymity
level, any combination of reps that includes those rrps will not satisfy the minimum anonymity level, and hence, it will be
discarded.

Example 6. Consider the rrps presented in Example 5 and a minimum anonymity level t = 3. Algorithm 1 filters the rrps that
do not meet the minimum anonymity level, hence discarding r4. The remaining rrps are then analyzed pairwise, and
compatible ones are combined, obtaining:

o [16:] [age<s, fnlwgty, gendere; — Classesco);k: 3;A: 67;1G: 0.074251;
o [r7:]

[age<s, fnlwgtey, workclasse, capital — gaing,marital — status<; — Classescol;k:3;A: 70;1G: 0.098579;
o [r5:]

[age<s, gender<y,workclassc, capital — gaing,marital — status<; — Classesco);k:3;A:71;1G: 0.099719;
o [rg:] [workclasscy, capital — gaing, marital — statusc,agew — Classescl;k:3;A:69;1G:0.096718

It is easy to observe that rg is obtained by joining rules r; and r,, 7 by joining rules ry and r3, rg by joining rules r, and r3,
and finally, rg by joining rules r3 and r4. Notice that r4 is not combined with r; and r, because they are incompatible:
attribute age occurs at generalization level 4 in r4 and at generalization level 3 in r; and r,. Also, all rules satisfy the
minimum anonymity level k = 3. Thus, the set of generalization rules {rg,7,7s,79} is used in the second iteration.

By combining rules rg and r; (but also rg and rg, or r7 and rg) we obtain rule.

e [r0:] [age<s, fnlwgte, genderc;,workclassc, capital — gaing, marital — statusc — Classesc); k:3;A:72;

1G : 0.109829;

On the other hand, rule r9 cannot be merged with any other rule, due to its incompatibility on attribute age. As no new rRFb
can be created, the procedure returns the set of candidate generalization rules {ry,r,,73,74,76,77,1s,T9, 710}, Which represents
all the generalization rules meeting the minimum anonymization requirement.

Algorithm 1 returns a list of candidate generalization rules satisfying the given minimum level of anonymity. They pro-
vide a different anonymization and data utility level, allowing the data owner to control the trade-off between these two
dimensions. However, the large number of rules that can be potentially returned might hamper the selection of the gener-
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alization rule to be used. Identifying the optimal candidate rules can be seen as a multi-objective optimization problem and,
thus, we use the notion of Pareto-optimality and Pareto frontier [34] to guide the data owner in the selection of suitable gen-
eralization rules.

In Pareto-optimality, the objective function comprises multiple criteria, and the multi-objective optimization problem
can be formulated as follows:

maxF(X), F(X) =f,(X).f,(X),....fu(X) (2)

where each f;(X), with i € {1,2,...,m}, is a function determining a different objective, F(X) is the multi-objective function,
and X is a solution to the multi-objective optimization problem. A solution X is said to dominate a solution Y, if
fiX) = fi(Y),¥ie {1,2,...,m}, and there exists j € {1,2,...,m} such that f;(X) > f;(Y). Solution X is called Pareto optimal
if it is not dominated by any other solution. More than one Pareto-optimal solution exists when no solution dominates
all the others. The curve or surface composed of the Pareto-optimal solutions is known as the Pareto frontier [30].

We use the Pareto frontier to identify the generalization rules extracted from Algorithm1 that are (Pareto) optimal with
respect to anonymization and data utility. In this light, our objective functions are represented by the k-anonymity level,
classification accuracy, and information gain, and the goal is to find the solutions that are not dominated by other ones.
The generalization rules on the Pareto frontier are, thus, the rules that provide the data analyst with the best trade-off
between anonymization and data utility requirements.

Example 7. Consider the generalization rules returned in Example 6, which are summarized in Table 5. The generalization
rules on the Pareto Frontier are highlighted in gray. A visual representation of the Pareto frontier is shown in Fig. 3, where the
x-axis represents the accuracy level A, the y-axis the anonymity level k, and the z-axis the information gain IG. The blue
points represent the Pareto Frontier, i.e. the generalization rules that are not dominated by any other rule (r,,r4 and rqg).

6. Experiments

We performed a number of experiments to evaluate the approach proposed in Section 5. In particular, we studied
whether joining reps and, thus, accounting for a larger set of attributes, result in anonymization strategies that allow to
obtain anonymized datasets with higher data utility. Moreover, we investigated the trade-off between anonymization and
data utility that can be achieved by using generalization rules and how to devise strategies for selecting the generalization
rules to be used for data anonymization. More specifically, our experiments were driven by the following research questions:

RQ1: What is the impact of combining generalization rules on data utility?
RQ2: Which trade-off between privacy and data utility can be achieved by using generalization rules?
RQ3: How much effort is required by a data owner to identify the generalization rule to apply?

An assumption underlying our work is that combining generalization rules allows achieving a higher data utility as it
allows exploiting multiple data correlations simultaneously (cf. Section 5.3). The first research question (RQ1) aims to test
our hypothesis and provide insights on the impact that combined generalization rules produce on the data utility. RQ2 aims
to assess the trade-off between anonymization and data utility that can be achieved using generalization rules. In particular,
we are interested in understanding how the enforcement of a given anonymity level impacts data utility, also in comparison
with other anonymization algorithms. A large number of generalization rules could potentially satisfy both anonymization
and data utility requirements. This could affect the data owner, who has to decide which generalization rule to apply on her
dataset. RQ3 aims to evaluate the effort required to a data owner to determine the generalization rule to apply for the
anonymization of her dataset, in terms of the number of rules returned by our approach. The remainder of this section pre-
sents the settings and the results of the experiments.

6.1. Experiment settings

Datasets. To evaluate the proposed approach, we used three real-world datasets, whose characteristics are reported in
Table 6.

Electricity Dataset:° This dataset comprises records from the Australian New South Wales Electricity Market from May
1996 to December 1998. Each record refers to a period of 30 min, and is characterized by 8 numerical attributes, including
the day of the week, the timestamp, the South Wales electricity demand, and the Victoria electricity demand. The class label
identifies the price change (UP or DOWN) in New South Wales relative to a moving average of the last 24 h.

Adult Dataset:° It describes 48842 individuals using a mix of numeric and categorical attributes (14 attributes in total), such
as age, occupation, and education. The class attribute represents individuals’ income, which has two possible values: ‘> 50K’ and
‘< 50K".

5 https://datahub.io/machine-learning/electricity
6 https://archive.ics.uci.edu/ml/datasets/Adult?ref=datanews.io
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Table 5
generalization rules returned in Example 6 with anonymization and data utility levels.
Rule Privacy Accuracy Information Gain

r 3 65 0.011657
D) 4 66 0.043581
I3 3 67 0.072174
T4 5 61 0.007948
Te 3 67 0.074251
r7 3 70 0.098579
Ty 3 71 0.099719
Ty 3 69 0.096718
10 3 72 0.109829
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Fig. 3. Visual representation of the Pareto Frontier for the generalization rules in Table 5.

Table 6
Statistics on the datasets used in the evaluation.

Datasets #Rows #Attributes Attribute types
Electricity 45312 8 Numeric
Adult 48842 14 Nominal, Numeric
Bank 45211 17 Nominal, Numeric

Bank Dataset:’ It describes 45211 individuals using a mix of numeric and categorical attributes (17 attributes in total), such
as age, job, and balance. The data is related to direct marketing campaigns of a Portuguese banking institution based on phone
calls. The class attribute represents the bank term deposit, which has two possible values: “yes”, and “no”.

Attribute Taxonomies. Our approach requires the attribute taxonomies for the quasi-identifiers of the given dataset to
enable data generalization. We computed the attribute taxonomy for numerical attributes by using a bottom-up approach,
whereas for categorical attributes we used a top-down approach based on k-means clustering. Specifically, the generaliza-
tion levels for numeric attributes were created by ordering the attribute values (i.e., the leaf nodes) in descending order, and
by grouping them in sets of size five.® Then, at each level, pairs of contiguous sets were grouped to create a new level until a
single set, representing the taxonomy’s root, was created. On the other hand, k-means was applied over categorical attributes to
ensure that similar tuples were grouped together to minimize accuracy loss. In particular, k-means was used to partition the set
of all attribute values (the taxonomy’s root) into two clusters, and then it was applied recursively to each cluster until no further
split was obtained. The last level of the taxonomy (leaf nodes) was generated by creating a node for each attribute value, which
was connected to the node representing the cluster containing that value. The final taxonomy was obtained by ensuring that

7 https://archive.ics.uci.edu/ml/datasets/bank+marketing

8 The choice of the group size is justified by the fact that grouping five values provided a suitable trade-off between the improvement of k and information
loss for each level of the taxonomy. In fact, choosing a smaller group size would lead to create a complex taxonomy with no improvement in terms of k for
several taxonomy levels, whereas a larger size would lead to a taxonomy with few levels that, while providing improvements in terms of k at each level of the
taxonomy, incurs higher information loss.
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each increase in the generalization level corresponded to an increase in the anonymity level. To this end, generalization levels
that produced no improvement in terms of k-anonymity were removed from the taxonomy. Table 7 presents an overview of the
size and number of taxonomy levels of each attribute in the Electricity’, Adult'®, and Bank'! datasets.

RFD Extraction. To extract the reps used to generate generalization rules we employed the DOMINO RFD discovery algorithm
[6]. The advantage of using this algorithm is that it automatically infers not only the rrps from data, but also their associated
thresholds. DOMINO extracts rrps that are valid on the entire dataset, i.e., every tuple pair in the dataset should satisfy the rrp
similarity constraint in order to be returned by DOMINO. This can be too restrictive when discovering roll-up rrbs over gen-
eralization taxonomies. Thus, an rrp discovery algorithm tolerating exceptions would be needed. However, the only discov-
ery algorithm for hybrid rrps existing in the literature is not capable of automatically discovering similarity and coverage
thresholds, requesting the user to specify them in input [7]. Given that in our context the automatic derivation of thresholds
is a fundamental requirement, since they represent the generalization levels to be used, we decided to adopt a dataset sam-
pling strategy and use DOMINO on a sampled dataset. In this way, DOMINO discovers roll-up rrps that are not valid on the
entire original dataset, hence increasing the set of discovered roll-up reps. In addition, we adapted DOMINO to create a gen-
eralization map in which keys represent distance patterns and values represent the number of tuple pairs complying with
each pattern. Then, for each attribute in the considered dataset, a distance pattern (computed between each pair of tuples)
maps the number of generalizations to use for including two attribute values in the same taxonomy level. In our experi-
ments, we considered the most frequent distance patterns, yielding the coverage of an x-percentage of tuple pairs, with
x € {5,10,20,50}. Then, we tested the effects of this sampling strategy at the vary of x.

Anonymization & Data Utility Measures. To determine the anonymity level offered by a generalization rule, we apply the
generalization rule to the original dataset and compute the minimum number of tuples in the generalized dataset that are
indistinguishable with respect to the quasi-identifiers, as described in Section 5.2. It is worth noting that, in the experiments,
we considered all attributes in the datasets (except for the class attribute) to be quasi-identifiers. This allows us to consider
the worst-case scenario in terms of data quality, in which k-anonymity should be guaranteed with respect to a larger set of
attributes.

As discussed in Section 5.2, data utility is measured in terms of classification accuracy and information gain. In the exper-
iment, classification accuracy was computed using both the J48 decision tree implementation of Weka'? and Support Vector
Machine implementation of Scikit-learn'?, whereas information gain was computed using the J48 decision tree implementation
of Weka. It is worth noting that our approach is general and other machine learning algorithms and implementations could have
been used to measure data utility. In general, the choice of the implementation to be used depends on the specific use case and,
in particular, on the machine learning algorithm that will be applied by the data requester. To guarantee the reliability of the
obtained predictive models, we used 10-fold cross-validation to compute the data utility measures.

Anonymization algorithms used for comparison. To evaluate the trade-off between privacy and data quality offered by the
approach presented in Section 5, we also compared the approach with existing anonymization algorithms. For a fair com-
parison, we selected algorithms that work with attribute taxonomies, rely on generalization strategies for both categorical
and numeric attributes, and are based on k-anonymity. In addition, we considered algorithms for which an implementation
is available.

Among the existing anonymization algorithms, we selected three that satisfy the criteria above: Basic Mondrian [26],
TopDown Greedy Anonymization (TopDown) [47], and Datafly [43]. Basic Mondrian is a top-down greedy data anonymiza-
tion algorithm for relational datasets, which uses a greedy criterion to produce homogeneous partitions of data exploiting
weighted entropy to generalize data. We chose Basic Mondrian over Mondrian [25] for its support for both categorical
and numerical attributes.'* The TopDown Greedy Anonymization algorithm (TopDown) relies on binary partitioning to itera-
tively split data into subsets and uses a normalized central penalty (defined in terms of information loss) as the splitting cri-
terion. Finally, Datafly counts the frequency of unique sequences of values over the quasi-identifiers. If a dataset does not
meet the desired level of anonymity (in terms of k-anonymity), the algorithm generalizes the attribute having the largest num-
ber of distinct values until the anonymity requirements are satisfied. For the algorithms’ implementation, we use the publicly
accessible GitHub repositories of Basic Mondrian'®, TopDown'® and Datafly'’.

The anonymization algorithms described above require as input the dataset to be anonymized, the desired anonymity
level k, and a taxonomy for the quasi-identifiers. Since in the evaluation of our proposal we consider the complete set of
dataset attributes as quasi-identifiers, for a fair comparison, we set up these anonymization algorithms to work with the
complete set of attributes as well and used the attribute taxonomies employed to evaluate our proposal. Differently from
our approach that returns multiple anonymization strategies (one per each generalization rule) providing different levels

9 The complete attribute taxonomies for the Electricity dataset are given inhttps://raw.githubusercontent.com/dmndes/Taxonomies/main/TaxElectricity
10 The complete attribute taxonomies for the Adult dataset are given inhttps://raw.githubusercontent.com/dmndes/Taxonomies/main/TaxAdult
' The complete attribute taxonomies for the Bank dataset are given inhttps://raw.githubusercontent.com/dmndes/Taxonomies/main/TaxBank
12 https://weka.sourceforge.io/doc.dev/weka/classifiers/trees/J48.html
13 https://scikit-learn.org/stable/modules/generated/sklearn.svm.SVC.html
4 Mondrian does not provide support for categorical attributes. Categorical attributes have to be transformed to numerical ones and this transformation can
have a negative impact on the generalization for some applications.
15 https://github.com/qiyuangong/Basic_Mondrian
16 https://github.com/qiyuangong/Top_Down_Greedy_Anonymization
17 https://github.com/fun-personal-projects/datafly

15



L. Caruccio, D. Desiato, G. Polese et al. Information Sciences 613 (2022) 1-32

Table 7
Overview of the attribute taxonomies for the considered datasets.

(a) Electricity

Attribute Type Domain size #Taxonomy levels
date numeric 934 5
day numeric 8 3
period numeric 47 4
nswprice numeric 4088 7
nswdemand numeric 5275 6
vicprice numeric 6203 10
vicdemand numeric 2845 6
transfer numeric 1877 10

(b) Adult

Attribute Type Domain size #Taxonomy levels
age numeric 73 6
workclass nominal 7 2
fnlwgt numeric 26740 6
education nominal 16 3
education-num numeric 16 4
marital-status nominal 7 4
occupation nominal 14 3
relationship nominal 6 2
race nominal 5 3
sex nominal 2 2
capitalgain numeric 120 6
capitalloss numeric 96 4
hoursperweek numeric 95 4
native-country nominal 40 4

(c) Bank

Attribute Type Domain size #Taxonomy levels
age numeric 77 6
job nominal 12 4
marital nominal 3 3
education nominal 4 2
default nominal 2 2
balance numeric 7168 8
housing nominal 2 2
loan nominal 2 2
contact nominal 3 2
day numeric 31 4
month nominal 12 4
duration numeric 1573 7
campaign numeric 48 4
pdays numeric 559 8
previous numeric 41 2
poutcome nominal 4 3

of anonymity, the anonymization algorithms presented in [26,47,43] return an anonymized dataset that satisfies the level of
anonymity provided as input. To compute the trade-off between anonymization and data utility offered by these algorithms
and, thus, to enable the comparison with our approach, we used the levels of anonymity provided by the generalization rules
obtained using our approach as the anonymity level to be achieved. This way, we can compute the data utility of the dataset
anonymized using the other anonymization algorithms when the same level of anonymity is provided.

6.2. Results

In this section, we present the results of experiments and answer our research questions.

RQ1: What is the impact of combining generalization rules on data utility? This research question aims to evaluate the
benefits of combining generalization rules, represented through rrps, to generate strategies for data anonymization, which
maximize data utility while guaranteeing a desired level of privacy. We expected that, on average, the combination of reps
provides generalization rules with higher data utility compared to those directly extracted from the data. To measure this,
we compare such sets of rules in terms of classification accuracy and information gain. In the analysis, we consider all gen-
eralization rules that achieve an anonymity level of at least 2 (i.e., k > 2).

Figs. 4-9 show the accuracy that can be achieved using the generalization rules directly extracted from the data (red
boxes) and using the combined rules (blue boxes) at the varying of sampling percentage for the Electricity, Adult, and Bank
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Fig. 4. Accuracy achieved by generalization rules extracted directly from reps (Extracted Rules) and by generalization rules obtained by the combination of
reDS (Combined Rules) at the varying of the sampling percentage for the Electricity dataset.

78.5

78.0

77.5 1

77.0 1

Accuracy

76.5

76.0

= U U S

5% 10% 20% 50%

Sampling

Fig. 5. Accuracy achieved by generalization rules extracted directly from rrps (Extracted Rules) and by generalization rules obtained by the combination of
reDS (Combined Rules) at the varying of the sampling percentage for the Adult dataset.

datasets. In particular, Figs. 4-6 report the accuracy scores obtained by using the ID3 decision tree classifier, whereas Figs. 7—
9 report the accuracy scores obtained by using the SVM classifier.

From Fig. 4, we can observe that, for the Electricity dataset, combining generalization rules improves the accuracy
obtained using the ID3 decision tree classifier for all sampling percentages, except for the 50% sampling percentage. This
is because many generalization rules extracted for this sampling percentage contain the same attributes with different gen-
eralization levels and, thus, they are incompatible (for more details see Section 5.3), or their combination violated the privacy
requirement over k (i.e., k < 2). Fig. 5 shows similar results for the Adult dataset, although the improvement is less promi-
nent for this dataset. It is worth noting that the accuracy achieved for the Adult dataset, when it is anonymized using gen-
eralization rules directly extracted from the data, is already relatively high (over 75% vs. 60% for the Electricity dataset),
given that the accuracy achieved on the original data is 85% (vs. 75% for the Electricity dataset). On the other hand, the
improvement is very limited for the Bank dataset (cf. Fig. 6). It is interesting to observe that, for this dataset, the 50% sam-
pling does not return any generalization rule satisfying the privacy requirement, i.e., for every generalization rule k < 2.

When the accuracy is computed using the SVM classifier (cf. Figs. 7-9), we can observe a lower variability in accuracy on
all datasets. Combining rrps shows some improvement in accuracy when rules are extracted using a small sampling percent-
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Fig. 6. Accuracy achieved by generalization rules extracted directly from rrps (Extracted Rules) and by generalization rules obtained by the combination of
reDs (Combined Rules) at the varying of the sampling percentage for the Bank dataset.
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Fig. 7. Accuracy achieved by generalization rules extracted directly from rrps (Extracted Rules) and by generalization rules obtained by the combination of
reDS (Combined Rules) at the varying of the sampling percentage for the Electricity dataset (SVM).

age, albeit the improvement is limited especially for the Adult dataset (cf. Fig. 8). An in-depth investigation showed that the
low variability is due to the fact that the same classification accuracy is achieved for almost all generalizations rules.

Our experiments also show that combining generalization rules improves information gain for the Electricity, Adult, and
Bank datasets, as illustrated in Figs. 10-12, respectively. Overall, the results confirm our hypothesis and show that consid-
ering more correlations in the data simultaneously and, thus, accounting for more attributes in the anonymization process,
allows generating anonymized datasets holding a higher data utility.

RQ2: Which trade-off between privacy and data utility can be achieved using generalization rules? We expect that
data utility decreases when the anonymity level increases. This is because achieving a higher level of anonymity requires
higher generalization levels, leading to less specificity of data. To understand which trade-off between privacy and data util-
ity can be achieved, we quantify these effects by showing how accuracy and information gain vary when the anonymity level
increases. For the sake of readability, in this section we report only the results when the classification accuracy is computed
using the ID3 decision tree classifier and refer to A.1 for the results when the classification accuracy is computed using the
SVM classifier.

Figs. 13-15 show the trade-off between accuracy and anonymity level for the Electricity, Adult, and Bank datasets, respec-
tively. The x-axis reports the anonymity levels (in log scale), whereas the y-axis reports the best accuracy that can be
achieved by applying the generalization rules that satisfy a given anonymity level. The baseline accuracy is obtained over
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Fig. 8. Accuracy achieved by generalization rules extracted directly from rrps (Extracted Rules) and by generalization rules obtained by the combination of
reDS (Combined Rules) at the varying of the sampling percentage for the Adult dataset (SVM).
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Fig. 9. Accuracy achieved by generalization rules extracted directly from reps (Extracted Rules) and by generalization rules obtained by the combination of
reDS (Combined Rules) at the varying of the sampling percentage for the Bank dataset (SVM).

the non-anonymized version of the datasets. Each vertical dashed line in the plots represents the maximum anonymity level
that can be achieved using a given sampling percentage (5%, 10%, 20%, and 50%).

As expected, we can observe that, for all datasets, the accuracy decreases when the anonymity level increases, and that
the highest anonymity level is achieved for the 5% sampling. The latter can be justified by the fact that the 5% sampling not
only generates a larger number of generalization rules, but also these rules typically encompass attributes with a higher gen-
eralization level. Nevertheless, differences can be noticed in the maximum anonymity level that can be achieved using dif-
ferent sampling percentages for the three datasets. In particular, for the Adult dataset, the maximum anonymity level that
can be achieved ranges from 78, for the 50% sampling, to 469, for the 5% sampling (cf. Fig. 14). These differences are more
notable for the Electricity dataset, where the maximum anonymity level ranges from 130, for the 50% sampling, to 7846, for
the 5% sampling (cf. Fig. 13). Also, for the Bank dataset the maximum anonymity level that can be achieved ranges from 61,
for the 20% sampling, to 752, for the 5% sampling (cf. Fig. 15). As previously mentioned, for the Bank dataset, the 50% sam-
pling does not produce any generalization rule that satisfies the privacy requirement over k (i.e., k > 2).

It is worth noting that for the Electricity dataset all samplings preserve the baseline accuracy for k < 4. On the other hand,
for the Adult dataset, although none of the extracted generalization rules guarantee the baseline accuracy, the loss in accu-
racy is limited between 5% and 10%. The smaller loss in accuracy for the Adult dataset could be due to the defined attribute
taxonomies, which generally have a higher depth than the ones for the Electricity dataset (cf. Table 7). This difference in the
attribute taxonomies for the two datasets also affects the number of cut-off points, which is smaller for the Adult dataset.
Finally, for the Bank dataset, the loss in accuracy is limited to the 1% w.r.t. the baseline for all sampling percentages.
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Fig. 11. Information gain achieved by generalization rules extracted directly from rrps (Extracted Rules) and by generalization rules obtained by the
combination of reps (Combined Rules) at the varying of the sampling percentage for the Adult dataset.

Figs. 16-18 show the trade-off between information gain and anonymity level for the Electricity, Adult, and Bank data-
sets, respectively. Similarly to the results obtained for accuracy, information gain decreases when the anonymity level
increases, and the highest anonymity level is achieved for the 5% sampling over all datasets. Moreover, for the Electricity
dataset, all samplings preserve the baseline information gain for k < 4.

However, we can observe that, compared to accuracy, information gain decreases significantly faster, tending to zero at
the increase of the anonymity level. In particular, for the Adult dataset, information gain is close to zero already with an
anonymity level of 2 (k = 2) for the 50% sampling, and with an anonymity level of 5 (k = 5) for 10% and 20% samplings.
For the 5% sampling, high information gain degrades to a value close to zero for higher anonymity levels (k > 27). On
the contrary, this effect is less prominent for the Electricity dataset, where a high information gain can be achieved for extre-
mely high anonymity levels (k > 1614). This is mainly because the Electricity dataset is characterized by several numerical
attributes for which many generalization levels were included in their taxonomy. Finally, for the Bank dataset, information
gain is close to zero with an anonymity level of 25 (k = 25) for the 20% sampling, and with an anonymity level of 66 (k = 66)
for 10%. For the 5% sampling, high information gain degrades to a value close to zero for higher anonymity levels (k > 149).

To evaluate the performances of our approach, we also compared it with the three anonymization algorithms presented
in Section 6.1. For the comparison, we computed the trade-off between privacy and data utility measures that can be
obtained by these algorithms with respect to the one that can be achieved by the generalization rules derived using our
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Fig. 12. Information gain achieved by generalization rules extracted directly from reps (Extracted Rules) and by generalization rules obtained by the
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20%  10% 5flo
1 |

1
—A— Sampling 5%
—l— Sampling 10%
— @— Sampling 20%
<-4+ Sampling 50%

N
ot

3
o

D
ot

Accuracy

I
I
|
I
I
|

60 | :
I 1 I 1

100 10! 102 103 10%
Anonymity level (log scale)

Fig. 13. Trade-off between privacy and accuracy for the Electricity dataset (ID3).

50% 20% 1 10% 5%
| I I
1 |
—A— Sampling 5%
—l— Sampling 10%
— @— Sampling 20%
<-4 - Sampling 50%

858

Accuracy
0]
o

| I
| I
I I
| |
| |
| |

|
I
I
I
|
|
|
I
1
:
é o—A
1

1 1

100 102
Anonymity level (log scale)

Fig. 14. Trade-off between privacy and accuracy for the Adult dataset (ID3).

approach, as described in Section 6.1. For our approach, we used the generalization rules obtained using a sampling percent-
age of 5%, as these rules provide the best trade-off between privacy and data utility.

The results are reported in Figs. 19-21 for the Electricity, Adult, and Bank datasets, respectively, where each line repre-
sents the trade-off between anonymity level and classification accuracy (computed using the ID3 classifier) achieved by each
of the considered algorithms. For the sake of readability, we refer to A.2 for the results on the comparative evaluation when
the classification accuracy is computed using the SVM classifier. We can observe that our approach always outperforms the
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Fig. 17. Trade-off between privacy and information gain for the Adult dataset.

other anonymization algorithms by achieving the best accuracy for each considered value of k. As expected, also the other
anonymization techniques show a decreasing trend when the anonymity level increases and obtain the smallest gap in accu-
racy w.r.t. the proposed approach for values of k in the range between 30 and 40. Is worth noting that the TopDown algo-
rithm [47] achieves very similar accuracy scores at the increasing of the value k, which almost always represent the worst
performances w.r.t. scores obtained by the other algorithms. This is mainly due to the fact that, differently from the other
algorithms, TopDown performs each generalization step by partitioning values over the complete dataset, resulting in poor
performances when the dataset to be anonymized has high dimensionality, as in our experiments.

Figs. 22-24 report the trade-off between anonymity level and information gain achieved by each of the considered algo-
rithms for the Electricity, Adult, and Bank datasets, respectively. We can observe that also in this case our approach always
outperforms the other techniques, even if the difference is less noticeable. For the Electricity dataset, Basic Mondrian main-
tains an information gain comparable to our approach for anonymity levels lower than 80, whereas Datafly presents a degra-
dation of information gain already when the anonymity level is equal to 20. On the other hand, these anonymization
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Fig. 20. Comparison between anonymization techniques w.r.t. accuracy for the Adult dataset. (ID3).

techniques exhibit a trend similar to our approach for the Adult and Bank datasets. Finally, results show that for all consid-
ered datasets, as said before, the TopDown algorithm obtains the worst performances compared to all other approaches.
An in-depth investigation of the obtained anonymization strategies shows that for low levels of k, our approach tends to
not generalize one attribute compared to the other approaches that generalize each attribute for at least one level of gener-
alization. When the level of k increases, our approach still returns generalization rules in which attributes are less general-
ized. This explains why our approach outperforms the compared ones in terms of classification accuracy and information
gain. We also observed that Basic Mondrian tends to apply less generalization over numerical attributes w.r.t. categorical
ones. Conversely, Datafly tends to apply less generalization over categorical attributes. As a result, Basic Mondrian and Data-
fly often produce anonymization strategies involving different attributes. Finally, the TopDown approach tends to generalize
all attributes at high levels, except for k values less than 15 for which some categorical attributes are maintained more

specialized.
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Fig. 23. Comparison between anonymization techniques w.r.t. information gain for the Adult dataset.

RQ3: How much effort is required by a data owner to identify the generalization rule to apply? A large number of
generalization rules can be potentially returned by our approach, leaving the data owner with the burden to identify which
generalization rule should be applied. To assist the data owner in this task, we employed an approach based on Pareto-
optimality to identify those rules providing a suitable trade-off between privacy and data utility (cf. Section 5.3). Next,
we evaluate such approach and, in general, the effort required to a data owner to determine the generalization rule to apply,
in terms of the number of rules returned by our approach. For the sake of simplicity, we only consider classification accuracy
computed using ID3 in the application of Pareto-optimality.

Figs. 25-27 report the total number of rrps obtained using our approach at the increase of the anonymity level for each
sampling percentage, before (left plot) and after (right plot) the application of Pareto-optimality, for the Electricity, Adult,
and Bank datasets, respectively. We can observe that the sampling percentage has a large impact on the number of rules:
for all datasets, the use of lower sampling percentages typically results in a larger number of generalization rules. An in-
depth analysis (not reported here for lack of space) shows that the number of combined generalization rules is also higher
for lower sampling percentages. This is mainly due to the fact that generalization rules obtained for lower sampling percent-
ages typically involve few attributes, yielding many possibilities to combine them with each other.
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Fig. 26. Variation of the number of rrps at the increase of the anonymity level for the Adult dataset.

The results also show that the application of Pareto-optimality significantly reduces the number of generalization rules to
be considered by data owners when anonymizing their datasets. For example, the use of Pareto-optimality yields a reduction
of the total number of generalization rules, which achieve at least an anonymity level equal to 2, between 60% and 63% for
the Electricity dataset, between 44% and 87% for the Adult dataset, and between 86% and 92% for the Bank dataset, where the
largest reduction is obtained for the 5% sampling. When deriving rules using low sampling percentages, Pareto-optimality
tends to preserve more combined rules than rules directly extracted from the data, whereas this consideration is reversed
when the sampling percentage increases. An inspection of the generalization rules extracted over low sampling percentages
showed that these rules typically involve fewer attributes, yielding a larger set of combined rules, among which we have
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Fig. 27. Variation of the number of rrps at the increase of the anonymity level for the Bank dataset.

rules that maintain the same anonymity level while providing higher data utility. On the contrary, since rules extracted for
high sampling percentages typically contain many attributes, their combination tends to decrease the anonymity level.

The results discussed so far show the capability of Pareto-optimality to significantly reduce the space of candidate gen-
eralization rules, with respect to the use of rrps only. Overall, the candidate generalization rules returned by our approach are
in the order of tens for the Electricity, Adult, and Bank datasets. Nevertheless, exploring these solutions to determine which
generalization rule should be applied is, at this point, up to the data owner. Visualizing the Pareto frontier can assist data
owners in obtaining an overview of the space of the rules providing a suitable trade-off between data utility and anonymity
level and, thus, in effectively carrying out their analysis with respect to their privacy and data utility requirements. As an
example, Figs. 28-30, show the Pareto frontier, represented by the red dots, for the Electricity, Adult, and Bank datasets,
when a 5% sampling is used for extracting reps. Based on the Pareto frontier, the data owner can determine the expected
accuracy and information gain for a given anonymity level and, possibly, ensuring stronger privacy guarantees at the cost
of decreasing one of these data utility metrics.

7. Discussion

The proposed approach exploits the notion of rrb to support data owners in the anonymization of their dataset, aiming to
let them achieve a given level of privacy while reducing the loss of data utility due to anonymization. In particular, the
approach uses rrps automatically extracted from the data to define possible generalization rules and combines them to
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Fig. 28. Pareto frontier for Electricity 5%.
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achieve a higher data utility. Then, Pareto-optimality is employed to identify those generalization rules that provide a suit-
able trade-off between privacy and data utility. We evaluated the effectiveness of the approach by measuring: (i) the impact
of combining rrps on data utility (RQ1), (ii) the trade-off between anonymization and data utility (RQ2), and (iii) the effort
required to a data owner to identify the generalization rule to apply (RQ3).

Next, we summarize the findings obtained by applying the proposed approach over the considered real-world datasets.

Using reps to define generalization rules. Our experiments showed that exploiting data correlations expressed in terms of
ReDS provides an effective way to define anonymization strategies that preserve data utility. In particular, the use of roll-up
dependencies, i.e., the type of rrps considered in this work, allows accounting for the generalization levels in the extraction of
rDS, thus directly considering their impact on the attribute to be classified. In our experiments, we used the DOMINO algo-
rithm for the discovery of this type of rrps from the data (cf. Section 6.1). However, although this algorithm is capable of
automatically extracting both the rrps and their associated similarity thresholds, it only extracts reps that are valid on the
entire dataset, which can be too restrictive and yield the extraction of few or no rrps when applied to real-world datasets.
On the other hand, algorithms from the literature capable of tolerating exceptions require the data owner to specify thresh-
olds in input, nullifying the benefits of the proposed approach. Thus, to let DOMINO tolerate exceptions, we employed a sam-
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pling strategy on input data and applied DOMINO only on the sampled portion of the dataset, yielding a higher number of
generalization rules. However, DOMINO returns only one generalization level per attribute, providing a full-domain gener-
alization for that attribute. Although more fine-grained generalization strategies have been proposed in the literature (e.g.,
subtree generalization, sibling generalization, cell generalization, multidimensional generalization), these strategies cannot
be employed in our context because rrps need to be validated throughout the entire value distribution. Nonetheless, we
observed that exploiting data correlations, expressed in terms of roll-up dependencies, for the definition of anonymization
strategies, helps preserving the data utility of anonymized datasets and outperforms other anonymization techniques (cf.
Section 6.2). An interesting direction for future work is to explore the use of other types of rrps [3] and study their impact
on the anonymization process.Construction of attribute taxonomies. The results of our experiments show that the effective-
ness of extracted generalization rules depends on the quality of the attribute taxonomies defining the generalization levels.
In particular, we observed that the use of an attribute taxonomy comprising several generalization levels typically leads to a
higher number of generalization rules (e.g., leading to the potential of finding more suitable trade-offs between privacy and
data utility), from which the data owners can choose for the anonymization of their datasets. In this work, we employed a
generalization strategy based on VGH, as this approach better preserves data correlations compared to DGH. In particular, we
employed a clustering approach to build the taxonomies of categorical attributes, by applying a binary splitting of data in
order to maximize the depth of the taxonomy tree. Although this approach does not return the “genuine” number of clusters,
we argue that this is not the main aim when building an attribute taxonomy. For instance, although the elbow method has
the potential to provide a more accurate clusterization, its use would lead to attribute taxonomies with a lower depth, sig-
nificantly limiting the space of possible anonymization strategies and, ultimately, resulting in fewer, coarse-grained strate-
gies. Nevertheless, although the overall results of our approach are promising, an interesting direction for future work is to
investigate the application of other data discretization techniques. Moreover, it would be also interesting to experimentally
evaluate the impact of the depth of the taxonomy tree on the construction of generalization rules.Combining generalization
rules to improve data quality. We hypothesized that combining generalization rules helps reducing data utility loss in the
anonymized dataset, as this approach has the potential of accounting for a larger number of attributes over which the dataset
is anonymized (recall that the attributes which do not occur in the applied generalization rule are removed from the dataset).
Experiments confirmed our hypothesis and showed that combined generalization rules always provide a higher data utility
than the rules directly extracted from the data (cf. the results for RQ1 in Section 6.2), thus offering an effective way to min-
imize data utility loss.Privacy and data utility metrics. To assess the trade-off between privacy and data utility offered by
anonymization strategies we employed a number of metrics to measure data utility and privacy level of an (anonymized)
dataset. In particular, our approach uses the k-anonymity model to measure the privacy level guaranteed by datasets,
together with accuracy and information gain as data utility measures. While providing an effective measure for data
anonymization, k-anonymity is susceptible to several attacks (see Section 3). At the same time, several metrics have been
proposed to measure the data utility of anonymized datasets (e.g., precision, recall, F-score, entropy, and Gini index), where
the choice of the data utility measure to be used depends on the purpose of the data publishing activities. An interesting
direction for future work is to explore the application of other privacy and data utility measures and build a metric frame-
work to assist data owners in determining the anonymization strategies providing the best trade-off between privacy and
data utility requirements with respect to the use they intended when publishing data [13,49]. To this end, new classes of
reDS could be potentially exploited in order to properly map anonymization strategies in terms of data correlations. For
instance, we are investigating the possibility to use conditional rrps to provide an anonymization approach meeting the dif-
ferential privacy strategy.Selecting anonymization strategies to apply. Our experiments show that the number of obtained gen-
eralization rules remains manageable for being analyzed by a human (cf. the results for RQ3 in Section 6.2). This suggests
that our approach can be effective in practice to obtain usable indications of the strategies that can be applied for the
anonymization of a dataset. We also show how plotting the generalization rules on the Pareto frontier provides a useful
aid to data owners to visualize the achievable trade-off between privacy and data utility, letting them select the one that
better fits their privacy and data utility requirements.

8. Conclusion

This work presents a decision-support framework for data anonymization with application to machine learning pro-
cesses. Our framework relies on a novel approach that leverages the notion of rrp to exploit correlations in the data, aiming
to achieve data anonymization while minimizing data utility loss. The approach extracts rrps from the data to define possible
generalization rules and combine them to derive anonymization strategies guaranteeing a higher data utility. Pareto-
optimality is then employed to identify those generalization rules that provide optimal trade-offs between privacy and data
utility. We evaluated the effectiveness of the proposed approach on three real-world datasets, by evaluating the impact of
combining rrps on data utility, the trade-off between anonymization and data utility, and the efforts required to a data owner
to identify the generalization rule to apply. Results show that the proposed approach enables a data owner to identify effec-
tive anonymization strategies.

In the future, we plan to investigate some of the directions discussed in Section 7. In particular, we plan to investigate the
application of other data utility and privacy metrics and study their impact on the trade-off between anonymization and data
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utility, as well as the applicability of our approach to other data sharing contexts [15]. Moreover, we plan to investigate the
use of other profiling metadata and types of reps to preserve data utility in the anonymization process.
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Appendix A. Additional Evaluations
A.1. Trade-off between privacy and accuracy (SVM)

To answer RQ2, we have also computed the trade-off between privacy and classification accuracy when SVM is used to com-
pute the classification accuracy of the generalized dataset. Figs. A.31, A.32 and A.33 report the results for the Electricity,
Adult and Bank datasets, respectively. These results are in line with the ones obtained when ID3 is used to compute the clas-
sification accuracy of the generalized dataset, reported in Section 6.2.

50% 20% 10% Stlo
| | | 1

1
—A— Sampling 5%
—ll— Sampling 10%
— @ — Sampling 20%
¢ - Sampling 50%

Accuracy

I
I
I
I
I
|
|
1
I
I
I
|

!
|
|
|
|
|
:

1
100 10! 102 103 104
Anonymity level (log scale)

Fig. A.31. Trade-off between privacy and accuracy for the Electricity dataset (SVM).
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Fig. A.32. Trade-off between privacy and accuracy for the Adult dataset (SVM).
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Fig. A.33. Trade-off between privacy and accuracy for the Bank dataset (SVM).

A.2. Comparison between anonymization techniques w.r.t. accuracy (SVM)

We also performed a comparative evaluation between our approach and the anonymization techniques presented in Sec-
tion 6.1 in the case classification accuracy computed using SVM was used as the metric for data utility. Figs. A.34, A.35 and
A.36 report the results for the Electricity, Adult and Bank datasets, respectively. The results show that our approach over-
comes the other considers anonymization techniques and that the improvement is even more noticeable than in the case

where classification accuracy was computed using ID3 (Figs. 19-21).
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Fig. A.34. Comparison between anonymization techniques w.r.t. accuracy for the Electricity dataset (SVM).
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Fig. A.35. Comparison between anonymization techniques w.r.t. accuracy for the Adult dataset (SVM).
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Fig. A.36. Comparison between anonymization techniques w.r.t. accuracy for the Bank dataset (SVM).
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