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Abstract: The performance of the ring-imaging Cherenkov detectors at the LHCb experiment is
determined during the LHC Run 2 period between 2015 and 2018. The stability of the Cherenkov
angle resolution and number of detected photons with time and running conditions is measured. The
particle identification performance is evaluated with data and found to satisfy the requirements of
the physics programme.
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1 Introduction

The LHCb experiment is designed for the precision study of decays of hadrons containing 𝑏 and 𝑐
quarks, with the aim of discovering new physics beyond the Standard Model of particle physics and
measuring the parameters of the CKM matrix. A key requirement for isolating specific decays is the
identification of long-lived charged hadrons, i.e. 𝜋±, 𝐾±, 𝑝/𝑝 and 𝑑/𝑑. LHCb uses a system of two
ring-imaging Cherenkov (RICH) detectors to discriminate between these particles.

The performance of the RICH detectors was studied during the LHC Run 1 (2011–2012) [1].
During Run 2 (2015–2018), the LHCb experiment took data with a 25 ns 𝑝𝑝-collision spacing, half
that of Run 1, and an increased centre-of-mass energy,

√
𝑠 =13 TeV, creating a more challenging

environment with higher track multiplicities and larger detector occupancies. A system of automated
real-time alignment and calibration measurements of the LHCb detector was implemented for Run 2,
allowing hadron identification to be used in the software trigger for the first time.

The RICH detectors are currently undergoing a major upgrade in preparation for the significantly
increased data rates expected during LHC Run 3, with completely new sensors and readout chain,
and substantially different optics allowed by removal of an aerogel radiator at the end of Run 1. This
paper addresses the ultimate performance of the LHCb RICH detectors in their original configuration.

– 1 –



2
0
2
2
 
J
I
N
S
T
 
1
7
 
P
0
7
0
1
3

Figure 1. A view of the LHCb detector [2]. The proton-proton interaction point is on the extreme left at
𝑧 = 0 m.

This paper describes the performance of the RICH detectors in LHC Run 2. In section 2 the
LHCb spectrometer and the RICH detectors are described. The calibrations and alignments of
the RICH detectors are given in section 3. Measurements of the Cherenkov angle resolution are
presented in section 4, and the number of detected photons per charged track in section 5. The
particle identification (PID) performance measured with several calibration channels is presented in
section 6, along with its implications on representative LHCb physics analyses demonstrating the
utility of the excellent hadron PID.

2 Detector and reconstruction

The LHCb detector [3, 4] is a single-arm forward spectrometer covering the pseudorapidity range
2 < 𝜂 < 5, designed for the study of particles containing 𝑏 or 𝑐 quarks. A schematic view of the
detector is given in figure 1. The detector elements include: a silicon-strip vertex detector surrounding
the 𝑝𝑝 interaction region that allows 𝑐 and 𝑏 hadrons to be identified from their characteristically
long flight distance; a tracking system that provides a measurement of the momentum, 𝑝, of
charged particles as they traverse a dipole magnetic field with a bending power of about 4 Tm; and
two RICH detectors that are able to discriminate between different species of charged particles.
Photons, electrons and hadrons are additionally identified by a calorimeter system consisting of
scintillating-pad and preshower detectors, an electromagnetic and a hadronic calorimeter. Muons are
identified by a system composed of alternating layers of iron and multiwire proportional chambers.
The magnetic field is periodically flipped between vertically up and down to reduce systematic

– 2 –
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Figure 2. The optical system of (a) RICH1 and (b) RICH2 [2].

uncertainties associated with opposing charges experiencing different parts of the detector, and
left-right detector asymmetries.

The two RICH detectors are each configured with a single gas radiator for Run 2. Upstream
of the dipole magnet is RICH1, optimised for low-momentum particles using C4F10 as a radiator
with refractive index 1.0014, and covering the full angular acceptance. Downstream of the magnet is
RICH2, optimised for a higher momentum range, using CF4 as a radiator with refractive index 1.0005,
and covering approximately a quarter of the solid-angular acceptance of the spectrometer, 3 < 𝜂 < 5.

Both RICH detectors use spherical mirrors to focus the cones of Cherenkov light emitted from
a charged particle as rings onto an array of hybrid photon detectors (HPDs). An intermediate flat
mirror between the spherical mirror and HPD array allows the HPDs to be located outside of the
spectrometer acceptance. A schematic of the two RICH detectors is shown in figure 2.

The HPDs [5] consist of a photocathode deposited on the inside of the quartz window of a
vacuum tube containing acceleration optics that guide the electron produced at the photocathode
to a silicon sensor where it is read out as a hit. A schematic of an HPD is shown in figure 3. The
tube operates with a high voltage range of 16 to 20 kV applied between the anode and cathode. The
high energy of the electron entering the silicon sensor allows the signal to be well isolated from the
electronic noise pedestal, making a very efficient, almost noise free photon detector. In total, across
the two RICH detectors there are approximately 500 000 active channels and in a typical LHC event
readout window of 25ns only 10 dark noise counts are observed. The trajectory of the photoelectron

– 3 –
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Figure 3. The focusing optics of an HPD [2]. A photoelectron generated at the photocathode is accelerated to
the silicon sensor chip.

through the focusing optics of the HPD is affected by external electric and magnetic fields. While
most of these effects are minimised by ample magnetic shielding placed around the HPDs, residual
distortions are corrected in software.

Charged particles are probabilistically identified by the construction of a log-likelihood value
from the measured hits on the detector plane and the expected hit patterns calculated from all the
tracks measured through the detector [6]. Each particle-type hypothesis is tried iteratively to find
the configuration of particle hypotheses that minimises the global likelihood. With all other tracks
under the hypothesis that minimises the global likelihood, a delta-log-likelihood (ΔLL) value is
computed for each track as the difference between the log-likelihoods when the track is given a
specific hypothesis and that of the pion hypothesis. This value is used to discriminate between
different hypotheses further along the analysis chain.

3 Detector calibration

To achieve optimal performance several detector effects need to be accounted for through various
calibration schemes. These include the timing of the readout electronics relative to the transit of
charged particles, the alignment of the mirrors, changes in the refractive index of the radiators, and
the effects of electric and magnetic fields on the images of the HPD’s photocathode on the silicon
sensor. Each of these requires a careful calibration process, which is described and evaluated below.
Further details of the calibration procedures, and their implementation can be found in ref. [7].

3.1 Time alignment

The difference between the arrival time of photons at an HPD’s photocathode and the peak of the
output from the silicon sensor depends on the sensor characteristics, particularly the leakage current.
In addition, the arrival time of photons relative to a 𝑝𝑝 collision is dependent on the photon path length
through the optical system to each HPD. These effects are compensated for by applying an offset of the
trigger signal to each of the HPD’s readout boards, L0 boards [8], relative to the global LHCb clock.
Each L0 board reads out two HPDs, so care is taken to select HPD pairs with similar characteristics.

– 4 –
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Figure 4. The number of hits from two HPDs (blue and red points) read out by the same L0 board and the
combination (black points) for data taken with differing trigger offsets in steps of 1 ns. Each step integrates
the number of photons detected over 10 000 bunch crossings.

To time align the HPDs, dedicated calibration data is taken when there is a very large bunch
spacing in the LHC, typically with a single colliding bunch per orbit. The number of photons
detected by each HPD is recorded with different values of time offset relative to the LHCb clock.
The offset is adjusted in steps of 1 ns in the range ±25 ns from a point seen to be in the correct
25 ns window. Typically 10 000 events are taken per step. An example of such a scan for one pair
of HPDs is shown in figure 4. The scan is performed without input from the tracking system, so
the total photon count cannot be normalised to the number of tracks. Instead, the instantaneous
luminosity as measured by the calorimeters is monitored during the scan to ensure it remains
stable. For each pair of photon detectors a distribution of detected photons as a function of time
is produced. This distribution is typically a top hat, and the centre point of the high region (defined
as 90% of maximum) is taken as the optimal timing. To further account for variation in the beam
conditions, several scans are performed and the required time adjustment for each board computed
from the average.

The distribution of the residual time differences between the trigger and the centre point of the
photon signal is shown in figure 5. The mean and RMS of the L0 board timing distributions are
well centred, giving an alignment better than 1 ns, comparable with the resolution of the timing data
taken. The combined HPD response for each L0 board is typically a top-hat function with a width of
10 ns, making a 1 ns alignment sufficiently precise.

3.2 Magnetic distortion correction

The HPDs are sensitive to magnetic fields, which alter the trajectory the photo-electrons take
between the cathode and anode sensor. The LHCb dipole creates a large magnetic field that
extends over the region including RICH1 with a peak value of about 60 mT at the location of the
photon detectors. To attenuate this field, the HPDs are contained within a soft-iron box, and are
wrapped in individual mu-metal shields. However they still experience a residual, predominantly
axial, field of up to 2.5 mT. The distortion caused by this field is the largest effect that must
be corrected in order to achieve the optimal resolution in RICH1. A dedicated calibration
system, which scans a grid of point light sources across the detector plane to map the magnetic

– 5 –
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Figure 5. Distribution of the residual time differences between the trigger to each L0 board and the central
point of the photon signal from that board for (a) RICH1 and (b) RICH2. Both detectors are aligned to better
than 1 ns.
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Figure 6. The distribution of the difference of reconstructed and expected Cherenkov angles in (a) RICH1
and (b) RICH2. The data is shown for reconstruction with corrections for the distortions caused by magnetic
field applied (black) and ignored (red). A significant improvement is seen in the width of the distributions in
RICH1, and hence the Cherenkov angle resolutions, when applying the corrections.

distortions, is periodically run (typically once per field polarity per year) to derive corrections
that are applied to the hit positions. A detailed description of the operation and performance
of the correction system can be found in ref. [9]. The magnetic distortion maps are one of the
largest sources of differences in reconstruction performance between the magnetic field polarities
in RICH1.

RICH2 is in a region of much lower magnetic field, and the HPDs are aligned perpendicular to
the predominant direction of the field. This leads to much smaller distortions, the time dependence of
which can be ignored. Corrections for RICH2 were computed during the early detector commissioning
and remain unchanged [10].

Figure 6 shows the change in angular resolution for both RICH1 and RICH2 without corrections
for the magnetic field distortions, and when applying corrections. A large degradation of approx-
imately a factor of five in the resolution is observed in RICH1 when no corrections are applied.
Almost no degradation is seen in RICH2.
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3.3 Mirror alignment

RICH1 contains 4 spherical mirrors and 16 flat mirrors whilst RICH2 contains 56 spherical mirrors
and 40 flat mirrors. The relative orientation of the mirrors with respect to the tracking system and/or
the HPDs could change with time through movements in the tracking stations, the detector support
structures, or genuine movements of the mirrors. Such effects can be corrected using a data driven
determination of the orientation of the mirrors. The alignment of the mirrors is monitored once
per fill of the LHC and if found to change by more than 0.03 mrad, the alignment used by the
reconstruction is recomputed and updated.

The alignment of the mirrors is computed from the distribution of the photon hits as a function
of the angular position around the tracks. If the orientation of the mirrors is perfectly known, the
mean reconstructed Cherenkov angle would be constant as a function of the reconstructed azimuthal
angle around the Cherenkov ring. Misalignments from the orientation used in the reconstruction
introduce a sinusoidal dependency to the mean. The extent of this sinusoidal component is measured
for spherical/flat mirror pairs and is used to correct mirror alignment. The process is performed
iteratively until the corrections fall below a predefined threshold. A full description of the alignment
procedure and its performance can be found in ref. [11]. Throughout Run 2 the mirror alignments
have been stable with very few updates required.

3.4 Refractive index

The refractive index, 𝑛, of the radiators used in the RICH detectors is a function of the pressure,
temperature, and purity of the gases. The temperature and pressure are constantly monitored, but the
purity of the gases is only measured periodically. A parameterisation of the refractive index as a
function of pressure and temperature is used to approximate the actual refractive index, to which a
correction factor, measured using data, is applied.

Figure 7 shows the difference in the Cherenkov angle reconstructed from hits around a track
and the expected angle calculated using only the temperature and pressure parameterisation of the
refractive index. The refractive index must be monitored frequently and early in the reconstruction
chain, so a high-statistics sample requiring little additional processing is used. The distribution
is formed from a sample of high momentum tracks, for which the velocity approaches 𝑐 and the
Cherenkov angle is approximately a function of 𝑛 only, collected over a one hour period. The peak
representing the true Cherenkov photons is not centred at zero, indicating that the refractive index
used in the calculation of the expected angle is different from the true value. This displacement is used
to compute a corrective scale factor applied to the estimated refractive index in the reconstruction.

After correction, there is a residual difference between the refractive index used in the
construction and the true refractive index. This difference is evaluated using the offset from zero of
the signal peak of low-multiplicity dimuon data, selected only using information from the tracking
and muon systems to avoid any bias from selecting tracks well identified in the RICH. The estimated
residual difference as a function of time is shown in figure 8. A small bias is observed in the
refractive index after correction, but this results in angular deviations an order of magnitude smaller
than those due to the HPD pixel size, and therefore is negligible. The stability of the correction
is excellent over a period of several years. Figure 9 shows the residual difference split by magnet
polarity, and track charge for each year. All differences are very small. The differences seen between

– 7 –
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Figure 7. Example distribution of photons detected in (a) RICH1 and (b) RICH2 from online monitoring
data, from which the refractive index correction is computed. The correction is derived from the displacement
of the mean of the Gaussian from zero.
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Figure 8. The relative difference in the refractive index used in the reconstruction after the calibration, and
the true refractive index of the radiators in (a) RICH1 and (b) RICH2 evaluated using the peak position of
low-multiplicity dimuon data as a function of time. Each point integrates data taken over a 24 hour period.
The stability of the correction is excellent over several years.

magnet polarities follows the same pattern as seen in the resolutions determined in section 4, where
the resolution can affect the determination of the calibration. The differences between years follows
the same pattern as the photon yields determined in section 5, which again can affect the ability to
extract the calibration.

The gas system in RICH1 is known to have a slowly increasing contamination with air. The
gas is regularly cleaned to keep the contamination below 2%. The level of contamination and the
associated correction factor are shown in figure 10, along with the corresponding effect on the
residual of the refractive index determination for different levels of contamination. No significant
bias is seen as a function of this contamination. The bias is not expected to be constant as a function
of the contamination with air. The refractive index correction procedure was tuned using data
taken over a short time period, therefore not exhibiting the full range of contamination. The air
contamination in the gas radiator of RICH2 has been kept below 2% over 10 years without the need
to purify the gas.
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Figure 9. The relative difference in the refractive index used in the reconstruction after the calibration, and
the true refractive index of the radiators in (left) RICH1 and (right) RICH2 evaluated using the peak position
of low-multiplicity dimuon data split by magnet state (a and b), and track charge (c and d).
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Figure 10. (a) The air contamination in RICH1 as a function of time (black circles), and the correction factor
applied to the refractive index (blue crosses). The axis for the correction factor is reversed. (b) The relative
difference in the refractive index used in the reconstruction after the calibration, and the true refractive index
of the radiator in RICH1 for differing levels of contamination by air.

3.5 HPD photocathode image position

Charging and temperature effects in the HPD can cause the image of the photocathode projected
on to the silicon sensor to move slowly with time. The image the circular photocathode makes
on the square pixel array from an accumulated set of events is sufficiently circular that it is well
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Figure 11. The paths taken by the centre point of the image of the photocathode of nine typical HPDs
measured as displacement from the centre of the silicon chip, with four paths per HPD taken from four
day-long fills of the LHC. The transitioning of the colour of the paths indicates the passage of time, with blue
closest to the HPDs being switched on, and yellow the end of data taking. Dashed lines delimit pixels. A large
range of behaviours is observed.

described by a centre point and radius. This image drift is compensated for by fitting a circle to the
distribution of hits in an HPD, integrated over approximately one hour, to locate the projected centre
point of the photocathode. The difference between this and the centre of the silicon sensor is applied
as a correction to individual photon hits. Before fitting, the distribution is cleaned and smoothed
to remove artefacts and to compensate for the non-uniform illumination across an HPD. A Sobel
filter [12] is applied to enhance the edge of the photocathode image.

The position of the centre point of the images of nine HPDs’ photocathodes as a function of
time is shown separately for four fills of the LHC in figure 11. There is a range of behaviour, with
some HPDs showing significant movements compared to the size of a pixel (0.5 mm × 0.5 mm).

Figure 12 shows the change in angular resolution for both RICH1 and RICH2 without corrections
for the HPD image shifts, and when applying corrections. A significant degradation of approximately
20% in the resolution is observed in both RICH detectors when no corrections are applied.

4 Cherenkov angle resolution

The single photon resolution of both RICH detectors is measured on high momentum tracks. Photons
emitted from the tracks used to calculated the prediction form a peak around zero in the distribution of
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Figure 12. The distribution of the difference of reconstructed and expected Cherenkov angles in (a) RICH1
and (b) RICH2. The data is shown for reconstruction with corrections for the HPD photocathode image shifts
applied (black) and ignored (red). A significant improvement is seen in the width of the distributions, and
hence the Cherenkov angle resolutions, when applying the corrections.

the difference of reconstructed and expected Cherenkov angles. Photons from other tracks or random
noise form a background below the peak, where in a typical 𝑝𝑝 collision there is an occupancy of
1% averaged across the detector plane in RICH1 and 0.6% in RICH2. To obtain the resolutions
a fit to this distribution is performed, modelling the correctly matched photons with a Gaussian
distribution and the background as a second order polynomial. The resolution is taken to be the
width of the Gaussian distribution.

The shape of the background peaks under the signal and tends to bias the resolutions obtained
towards larger values. To get a reliable estimate of the absolute resolution, events with very-low
charged-track multiplicity are used. This both reduces the relative amount of background and flattens
the background shape under the signal peak. An example of the photon angle distribution from
low-multiplicity events is shown in figure 13. The systematic uncertainty from the background
shape is estimated by taking the difference in resolution obtained from the nominal fit and one where
the background is modelled as linear, as this has been shown to cover for a wide range of potential
background shapes using simulation. The resolutions as a function of time are show in figure 14.
The resolution for each year in Run 2 and in each magnet polarity are shown in figure 15. The
uncertainty is a combination of the uncertainty obtained from the fit and the background systematic,
dominated by the latter. In RICH1 there does appear to be a small dependence on magnet polarity,
with the resolution of the Up polarity being slightly better than the Down. There are several potential
sources of differences between polarities in the detector, with the largest effects thought to come
from differences in the magnetic distortion correction and tracking resolution.

When both magnet polarities are averaged there should be very little difference in the performance
between positively and negatively charge particles. The resolutions for each charge in each Run 2
year, integrated over magnet polarities, is shown in figure 15, where the resolutions determined for
both charges are in excellent agreement.

Combining all run periods the Cherenkov angle resolution in RICH1 is 1.662 ± 0.023 mrad
and in RICH2 is 0.621 ± 0.012 mrad, where, now, the statistical uncertainty is negligible and the
systematic uncertainty is dominated by the shape of the background distribution. The measurements
for both detectors are within 10% of the expectation from simulation.
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Figure 13. Example distribution of photons detected in (a) RICH1 and (b) RICH2 from low track-multiplicity
events. A fit to this distribution is overlaid, with a Gaussian signal component (red), polynomial background
component (blue), and the total distribution (black)
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Figure 14. Resolutions for (a) RICH1 and (b) RICH2 measured between 2016 and 2018. Each data point is
from low-multiplicity dimuon data accumulated over 24 hours. The uncertainties show individual bars for the
statistical and systematic uncertainty, with the statistical uncertainty dominating.

5 Detected photon yield

The number of detected Cherenkov photons emitted per track is determined from low track-multiplicity
events. The determination is performed per track, where a simple linear background subtraction
is applied to the Cherenkov angle distribution of reconstructed photons. The selected tracks are
positively identified as muons by the muon system, with a high momentum that produces a ring
with Cherenkov angle close to its saturation value, and falls within the geometric acceptance of the
detector, the same selection used to study the refractive index. An example of the distribution of the
difference between the reconstructed and expected Cherenkov angles for photons around a typical
track is shown in figure 16.

The determination of the photon yield is highly dependent on the shape of the background,
which can peak close to the signal. Even with the low backgrounds, simulations show that the
absolute value of the number of detected photons could be biased by up to 7% depending on the
exact source of the background. However this bias is not a strong function of yield, and is highly
correlated between measurements, so is ignored for the following relative comparisons.
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Figure 15. Resolutions for (a) RICH1 and (b) RICH2 measured per year and per magnet polarity, and for (c)
RICH1 and (d) RICH2 measured per year and per track charge integrated over data taken with each magnet
polarity. The uncertainties are dominated by the systematic uncertainty arising from the background shape.
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Figure 16. Example distribution of the difference between reconstructed and expected Cherenkov angle for
photons detected around a typical track in a low-multiplicity event for (a) RICH 1 and (b) RICH 2.

The background-subtracted mean number of detected Cherenkov photons for both RICH1 and
RICH2 is shown in figure 17. The number of detected photons slowly decreases each year as may be
expected by ageing of the photon detectors.

The number of detected photons per track for each charge, integrated over both magnet polarities,
is shown in figure 17. In general there is very good agreement between the number of detected
photons for both charges, although a small charge asymmetry is seen for RICH2 in 2018 and a
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Figure 17. Number of Cherenkov photons emitted per track for (a) RICH1 and (b) RICH2 measured per
year and per magnet polarity, and (c) RICH1 and (d) RICH2 measured per year and per track charge. The
uncertainty is statistical only.

smaller asymmetry is seen in 2017. The cause of this asymmetry is not fully understood, but it is
small enough to not significantly affect the performance.

The average detected photon yield for the period 2016–2018, determined from a fit to the
integrated data set, in RICH1 is 30±2 and in RICH2 is 18.5±1.2, where the uncertainty is dominated
by the background shape bias. This is in good agreement with expectations from simulation.

6 PID performance

The quality of the detector calibration, and the values of the Cherenkov angle resolution and
photon yields all impact the performance of physics selections that utilise the RICH particle
identification ΔLL information to identify the signal of interest and to reject backgrounds. The
ultimate performance of the RICH system can be determined in terms of the ability to discriminate
between the species of charged hadrons and also in the impact of those selections on the physics
output of the experiment.

6.1 Efficiency versus purity

The efficiency of the system for discriminating between different species of hadrons can be determined
from control samples of well-identified particles obtained purely through kinematic selections. These
calibration samples are selected without using the RICH information in order to not bias the results.
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High-purity samples of charged kaons and pions are obtained from the decay products of the 𝐷0

meson identified in the decay chain 𝐷∗+ → 𝐷0(→ 𝐾−𝜋+)𝜋+ and the charge-conjugated decays.
Samples of protons are obtained from Λ0 → 𝑝𝜋− decays, and the charge-conjugate decay. Details of
the selection of the calibrations samples are given in ref. [13].

The efficiency of a particular ΔLL-based PID selection on a probe hadron (pion, kaon or proton)
is computed by performing an unbinned maximum likelihood fit to the invariant mass distributions of
the parent particle in the appropriate samples, allowing the separation of the decay candidates from
any residual background. The fit is performed with and without the associated PID selection applied
to the particle of interest, and the efficiency computed from the ratio of yields of candidate decays
between the two fits. The PID selection is scanned over a range of loose to tight ΔLL selections,
and a profile of selection efficiencies (e.g. kaons identified as kaons) and associated misidentified
particle leakage (e.g. pions misidentified as kaons) obtained. The separation between kaons and
pions, proton and pions, protons and kaons, is obtained by using the information provided by the
ΔLL(𝐾, 𝜋), ΔLL(𝑝, 𝜋), ΔLL(𝑝, 𝐾) distributions, respectively.

Trigger selections vary across the different data-taking periods, and the kinematics of the 𝐷0

and Λ0 decay products are significantly different. Since the RICH performance is a function of
the momentum, pseudorapidity and activity in the detectors, the latter being parametrised by the
number of reconstructed tracks in the LHCb acceptance, a weighting procedure is used to equalise
the distributions of these variables between different species of hadrons and across data-taking
periods. The momentum range is chosen such that under at least one of the particle hypotheses
compared the particle would be above the velocity threshold for generating Cherenkov radiation.
Pseudorapidity ranges are chosen to match the RICH detectors’ acceptances. The weighting in the
number of tracks cancels most of the differences in data-taking conditions and trigger thresholds.

The performance curves for separating kaons and pions, protons and pions, and protons and
kaons, split by charge, are shown in figure 18 for the 2018 data-taking year and integrated over the
two magnet polarities. Each datapoint corresponds to a ΔLL value, with tighter selections when
moving towards the bottom-left corner of each plot. The agreement between the performance curves
of positive and negative hadrons, of particular interest for 𝐶𝑃 violation measurements, is excellent.
The same behaviour is observed for all the data-taking years.

The same performance curves, but split by magnet polarity, are shown in figure 18 for the 2018
data-taking year and integrated over the hadron charges. Also here the agreement is excellent and
the same behaviour is observed for all the data-taking years.

The curves showing the stability of the PID performances across Run 2 are shown for the years
2015–2018 in figure 19. Within the corresponding kinematics ranges, the probability to correctly
identify each charged hadron is consistently above the 90% for a 5% misidentification probability.

The PID efficiency and the misidentification rate are also determined as a function of the track
momentum, as shown in figure 20. In this case two selections are considered: a loose selection on
the relevant ΔLL distribution, resulting in a high signal efficiency, and a tight selection on the same
variable, resulting in a good background rejection.

6.2 Physics impact

The performance curves shown in section 6.1 are highly illustrative, but do not tell the whole story of
the performance of the hadronic particle ID within LHCb. The benefits of the application of PID on
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Figure 18. The efficiency of selecting kaons (a and b), protons (c, d, e and f), with the associated leakage from
misidentifying pions (a, b, c d) and kaons (e and f) in data taken during 2018. (a, c and e) The efficiency curves
are shown for positively (black, solid) and negatively (red, dotted) charged particles. (b, d and f) The efficiency
curves are shown for Up (red, dotted) and Down (black, solid) magnetic field polarities. Uncertainties are
statistical only, and are highly correlated between points on the same curve.
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Figure 19. The efficiency of selecting kaons (a), protons (b and c), with the associate leakage from
misidentifying pions (a and b) and kaons (c). The efficiency curves are shown for 2015 (blue, dashed), 2016
(green, dash-dotted), 2017 (red, dotted), 2018 (black solid). Uncertainties are statistical only, and are highly
correlated between points on the same curve.

particular physics observables is dependent on the kinematics of the signal channels, and the nature
of the background channels. In this section a more qualitative demonstration of the performance of
the hadron PID is given through several examples of its importance for the LHCb physics programs.

An example of the hadron PID used in rare decay analyses is shown in figure 21 [14]. Separate
samples of 𝐵+ → 𝐾+𝜇+𝜇− and 𝐵+ → 𝜋+𝜇+𝜇− decay candidates are obtained, where the pion mode

is suppressed by the ratio of CKM elements
���𝑉𝑡𝑑

𝑉𝑡𝑠

���2, approximately a factor of 25. The hadronic PID
selection suppresses the kaon mode relative to the pion mode by a factor of 80, while retaining 82%
of pion candidates. A clean peak from the pion mode is seen, which would be impossible to obtain
without effective hadron PID.

Measurements of the CKM angle 𝛾 rely on distinguishing purely hadronic final states from 𝐵

decays. An example of isolating 𝐵± → 𝐷0𝐾± candidates from the CKM favoured 𝐵± → 𝐷0𝜋± is
show in figure 22.

Hadron PID is also crucial in the spectroscopy program, where the capability to efficiently
discriminate between long-lived hadrons is of fundamental importance in both precision measure-
ments [16] and new resonance searches [17]. An application of the excellent proton identification
performance is shown in figure 23, where the 𝐵+

𝑐 meson invariant mass peak can be reconstructed
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Figure 20. The efficiency of selecting kaons (a), protons (b and c), with the associate leakage from
misidentifying pions (a and b) and kaons (c) as a function of momentum. Two selections are made, a loose
selection (hollow circles) and a tight selection (solid circles).
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Figure 21. The effect of applying hadron PID selections to suppress the dominant kaon mode (a) to measure
the CKM suppressed pion mode (b), in rare 𝐵 decays [14]. Here 82% of pion events are retained, suppressing
the kaons by a factor of 80 relative to the pions, leaving a clear peak from the pion mode.

in two decay modes only differing for the presence of a 𝑝𝑝 pair instead of a 𝜋+𝜋− pair in the
final state. The 𝐵+

𝑐 → 𝐽/𝜓𝑝𝑝𝜋+ decay mode is suppressed by a factor ∼ 15 with respect to
the 𝐵+

𝑐 → 𝐽/𝜓𝜋+𝜋−𝜋+ decay channel [18], but the proton selection efficiency and pion rejection
provided by the RICH detectors allow clear identification of the 𝐵+

𝑐 → 𝐽/𝜓𝑝𝑝𝜋+ signal.
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Figure 22. The effect of applying hadron PID selections to suppress the dominant pion mode (a) to measure
the CKM suppressed kaon mode (b), in CP violation analyses [15].
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Figure 23. The effect of applying hadron PID selections to distinguish between 𝐵+
𝑐 → 𝐽/𝜓𝜋+𝜋−𝜋+ (a) and

𝐵+
𝑐 → 𝐽/𝜓𝑝𝑝𝜋+ (b) decay modes [19].

7 Conclusions

The performance of the LHCb RICH detectors has been investigated. The utility of the calibration
and alignment procedure has been demonstrated to give remarkable stability.

The angular resolution of the detectors has been measured to be 1.662 ± 0.023 mrad and
0.621 ± 0.012 mrad for RICH1 and RICH2, respectively. The resolutions in RICH1 show small
differences between magnetic field polarities due to limitations of mapping out distortions caused
by the magnetic field, but otherwise the resolutions are excellent, and close to expectations from
simulation.

The number of detected photons per track has been measured to be 30 ± 2 and 18.5 ± 1.2 for
RICH1 and RICH2, respectively. A slight decline in the photon yield is seen in both detectors as a
function of time, as expected from the ageing of the HPD photocathodes.

The purity and efficiency of particle selections made using the information from both RICH
detectors has been shown, yielding very pure samples with high efficiency. The performance has been
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shown to be very stable over time and independent of the track charge. The benefits of the excellent
charged hadron identification have been shown in a number of physics channels demonstrating the
access to a unique physics program from the LHC.

The RICH detectors are undergoing a substantial upgrade program, which will improve the
performance for the much larger data sets that will be taken during Run 3 of the LHC. This will
ensure the excellence of the LHCb charged hadron identification for years to come.
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