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Abstract. Commonly, the strategy revision phase in evolutionary games relies
on payoff comparison. Namely, agents compare their payoff with the opponent,
assessing whether changing strategy can be potentially convenient. Even tiny
payoff differences can be crucial in this decision process. In this work, we study
the dynamics of cooperation in the public goods game, introducing a threshold
€ in the strategy revision phase. In doing so, payoff differences narrower than
e entail the decision process reduces to a coin flip. Interestingly, with ordinary
agents, results show that payoff thresholds curb the emergence of cooperation.
Yet, the latter can be sustained by these thresholds if the population is composed
of conformist agents, which replace the random-based revision with selecting the
strategy of the majority. To conclude, agents sensible only to consistent payoff
differences may represent ‘real-world’ individuals unable to properly appreciate
advantages or disadvantages when facing a dilemma. These agents may be det-
rimental to the emergence of cooperation or, on the contrary, supportive when
endowed with a conformist attitude.
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1. Introduction

Understanding cooperation still represents an open challenge of paramount relev-
ance [1-4]. From social scenarios to ecological systems, cooperation plays a non-trivial
role in shaping the interactions among individuals, communities and groups. These
dynamics can be studied using the framework of evolutionary game theory [5-9]. The
latter allows testing mechanisms devised for supporting the emergence of cooperation
and modeling of real-world scenarios whose interactions rely on social dilemmas. The
simplest models relate to games with two strategies, i.e. usually cooperation and defec-
tion. More in detail, models represent a population whose agents interact through these
games and undergo the following steps: (i) strategy selection, (ii) payoff collection, and
(iii) strategy revision. The latter, performed during the strategy revision phase (SRP)
process, is at the core of this investigation. Before moving to details, let us remark
on a growing literature presenting several ideas to sustain cooperation and explain its
emergence. To cite a few, in [10] authors proposed the presence of weak cooperators
and weak defectors, in [11-14] authors studied the effect of punishing defectors, in [15-
17] a conformist attitude revealed to sustain cooperation, in [18] authors investigated
costly-access environments, in [19, 20] authors analyzed periodic payoff variations, then
in [21] payoff perturbations and risk perception (see also recent results on risk adver-
sion [22]) resulted a beneficial element for supporting cooperative behaviors. We end
this very brief list by mentioning relevant works based on complex interaction topolo-
gies (i.e. structures for connecting agents) [23—29], which are known to be fundamental
in driving the population towards cooperation. Most of these mentioned studies build
on Nowak’s seminal work [30] about the five rules for the evolution of cooperation,
proposing methods to exploit rules such as direct reciprocity, kin selection, and so on.

Going back to our investigation, we analyze an aspect related to the SRP considering
a usual mechanism requiring agents to compute the payoff difference, i.e. compare their
payoff with that of an opponent to take a decision. Commonly, the payoff difference,
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no matter its value, gets enhanced by the (inverse of) system temperature. Here, we
add a step introducing a threshold. The latter applies to the payoff difference so that
differences smaller than the threshold are set to zero, leading agents to ignore them.

Accordingly, agents alternate rational thinking (i.e. purely driven by payoff differ-
ences) with a coin flip-based method, which typically applies only when their payoff is
the same as the payoff of their opponents.

Therefore, the proposed model represents real-world social scenarios whose individu-
als may be sensitive only to consistent payoff differences or be unable to appreciate small
(dis/)advantages. Then, given the relevance of conformism in several social scenarios [31,
32], we include this behavior in our study. Eventually, among the games we can consider
for analyzing the proposed model, we choose the public goods game (PGG) [33-37], also
known as n-person Prisoner’s Dilemma. Interestingly, results achieved through numer-
ical simulations show that neglecting even tiny payoff differences can affect the usual
evolution of cooperation in the PGG. Also, the main difference relates to outcomes
obtained with game settings that sustain strategy co-existence. The remainder of this
manuscript is organized as follows. Section 2 introduces the proposed model, section 3
shows the results of numerical simulations and finally, section 4 discusses the main
findings and concludes by mentioning possible future developments.

2. Model

Let us begin by briefly describing the PGG and the mechanism we introduce for study-
ing the potential effect of a threshold for the payoff difference. The PGG considers
a population of N agents, here arranged over a regular square lattice with continu-
ous boundary conditions. Agents can contribute to their communities of belonging or
behave as free riders. Namely, they can act as cooperators or defectors, respectively.
Communities are identified through direct interactions, while contributions are mapped
to a token whose collection represents the ‘public goods’. Then, the latter is enhanced
by a synergy factor r representing the parameter the system can exploit to support,
or less, cooperative behaviors. Eventually, the public goods accumulated in each com-
munity are divided among all the agents, no matter their strategy. Since agents do not
know the opponents’ strategy before acting, defection is much less risky than cooper-
ation. In a square lattice, communities have a size G =5, and each agent belongs to
5 different communities identified through direct connections. For instance, an agent
identifies its core community by considering itself and its four neighbors.
This game has the following payoff structure:

o= _¢
G
d_ ri (1)
{77 —TG

where 7¢ and 7¢ denote the payoff of defectors and cooperators, respectively, while N°¢
and N? are the number of cooperators and defectors within a group, respectively. Then,
without loss of generality, we set to 1 the value of the token c. After each round of
the game, agents can change their strategy by undergoing the SRP that, as previously
mentioned, can be implemented according to various mechanisms.
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Here, we consider a stochastic SRP based on the following Fermi-like rule:

W (s, ¢ 8,) = (1—|—exp {”‘”;{”@/Dl (2)

where T denotes the system temperature, m, the opponent’s payoff, and 7, the pay-
off of the agent undergoing the strategy revision. So, equation (2) corresponds to the
probability the z-th agent selects the opponent’s strategy for the next round. Notice
that, in this work, exponents of 7 refer to a specific strategy, e.g. 7¢ refer to the payoff
gained by the strategy ¢, as shown in equation (1). Instead, indices of 7 refer to agents
so that, as reported in equation (2), m, refers to the payoff the agent x receives.

The temperature parameter, also known as noise, allows tuning the degree of ration-
ality of agents [38]. Namely, low temperatures entail agents acting rationally, while high
temperatures make the SRP equivalent to a coin flip (i.e. a random process) so that
agents behave irrationally. In summary, a time step includes the following actions: agents
play the PGG in their groups of belonging, accumulate a payoff, and, if at least one of
their direct neighbours has a different strategy, undergo the SRP. The above dynamics
are repeated till an equilibrium of order, or a steady state, is reached. The order emerges
if one strategy prevails, while a steady state represents a stable strategy co-existence.

2.1. Payoff difference threshold

Now, we focus on the payoff difference agents compute in the SRP, i.e. the term Anr =
7, — Ty —see equation (2). Introducing a threshold € to consider only relevant A7 values
entails adding a simple step to the above-described dynamics. Thus, once defined ¢, all
A7 smaller than this threshold are set to zero. For the sake of clarity, we consider the
absolute value, i.e. |An| < e — Am =0, so the agent performing the comparison neglects
both advantages and disadvantages if not large enough.

According to the proposed model, the relevant variables are the synergy factor r
and the e threshold. Notice that the latter has to be defined for each specific value of
the former. Also, we used the following methods to compute e:

o ¢ = (Am);
o c=(Am)+o

where (Am) denotes the average value of the payoff difference measured in the classical
setting of the PGG during the first 1000 time steps. More specifically, at each time step
t, agents compare their payoff with that of their opponent, so we measure the average
payoff difference in the whole population at time ¢. After 1000 time steps, we obtain
1000 points (each being the average payoff difference at a given time ¢), and then we
calculate their average, whose value corresponds to (Am). Similarly, we compute the
average standard deviation o, in the second definition of e.

Eventually, we study the proposed model on two populations, i.e. composed of ordin-
ary agents and conformist agents. Ordinary agents choose their strategy randomly when
Am < e. On the other hand, conformist agents are those that, in the same condition (i.e.
Ar <€), prefer to choose the strategy of the majority in their core group (i.e. the group
containing all four nearest neighbors) —see also [39-41].
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Table 1. Synergy factor r and threshold e defined according to the two presented
methods (see text). Results are averaged over 100 simulation runs.

Synergy factor r e:=(m) e:=(m)+o

3.7 0.07 0.42
3.75 0.32 1.21
4.0 1.74 3.3

4.25 1.83 3.47
4.5 1.67 3.34
4.75 1.33 2.93
5.0 0.92 2.33
5.25 0.64 1.82
5.5 0.45 1.42

3. Results

Numerical simulations, performed with a population of N =10000 agents arranged over
a regular square lattice with continuous boundary conditions at a temperature T'=0.5,
consider an initial density of cooperators p. = 0.5 (randomly distributed) —see also [42].
In the described conditions, there is a critical threshold for the synergy factor ry, = 3.72
(e.g. see [33]), such that values r <y, lead the population to converge towards an
equilibrium of full defection. On the other hand, values of the synergy factor in the
range 1y, < r < 5 lead to a steady state characterized by the co-existence of strategies.
Eventually, for values r > 5, cooperation becomes the dominant strategy, leading the
population towards an ordered equilibrium. Given this premise, our first task is com-
puting the e value on varying the synergy factor r. To this end, for each specific r,
we perform 100 numerical simulations with the above-described setting (i.e. number of
agents, temperature, etc). Table 1 shows the results of this preliminary analysis.

So, now we have all the elements to implement the main simulations. For clarity,
we study the dynamics of the PGG by implementing an SRP based on equation (2),
introducing as an additional step the comparison between the |A7| term and the e
threshold. We recall that A7 appears in explicit form in equation (2), i.e. 7, —m,, and
here we consider its absolute value. Thus, using the e values shown in table 1, if |A7| <,
the payoff difference is set to zero. Notice that the above rule applies only to ordinary
agents since conformist agents choose the strategy of the majority in their neighborhood
if |Ar| is below the threshold.

Following the same method implemented for computing the e values, we measure
the fraction of cooperators and the payoff trends resulting from the two strategies
in different conditions. Figure 1 shows the result of the first comparison between the
density of cooperators in the two populations, i.e. ordinary agents and conformist agents,
on varying the synergy factor, using the threshold e defined according to the average
payoff (i.e. first definition). In populations composed of ordinary agents, using low and
intermediate synergy factors, the threshold e curbs cooperation. In addition, its effect
vanishes as r gets close to 5 (or higher). On the other hand, populations composed
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Figure 1. The density of cooperators achieved by e = (), with three different
synergy factors: 7 =3.75 (¢=0.32), r=4.25 (¢=1.83), and 7 =15.00 (¢ =0.92) (see
the legend). On the left, ordinary agents and, on the right, conformist agents.
Results are averaged over 100 simulation runs.
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Figure 2. The density of cooperators achieved by € = (7) + o, with three different
synergy factors: 7 =3.75 (e=1.21), r=4.25 (¢=3.47), and 7 =15.00 (¢ =2.33) (see
the legend). On the left, ordinary agents and, on the right, conformist agents.
Results are averaged over 100 simulation runs.

of conformist agents reach a higher density of cooperation for all considered synergy
factors. Notice that we cannot compare this specific population with another one that
includes conformists and does not use a payoff threshold. Regarding this, we recall that
here the conformist behavior emerges only when |A7| < €. Since conformism supports
cooperation for all values of r, our results confirm its beneficial effect for this strategy,
as already observed in previous studies on dilemma games [16]. Then, the same analysis
is performed by considering the second definition of €, i.e. the one including the
average standard deviation of the payoff difference—see figure 2. In general, results
show that the higher the €, the smaller the final density of cooperators. Yet, beyond
observing that conformist agents are more likely to cooperate, we find an interesting
phenomenon in this population. Namely, intermediate values of synergy factors enhance
cooperation less than small values (all higher than r,). That is due to the combination
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Figure 3. The payoff of cooperators and defectors for three different synergy
factors: r=4.25 (top left) with e=1.83, r=4.5 (top right) with e=1.67, r=5.0
(bottom left) with € =0.92, and r =5.25 (bottom right) with e = 0.64, achieved with
ordinary agents. The higher the synergy factor, the smaller the difference between

the classical PGG and the proposed model. Results are averaged over 10 simulation
runs.

of large € values (for those synergy factors) and the uncertainty about the considered
social behavior in supporting cooperation in these conditions. In a few words, in most
cases, conformity clearly supports cooperation, albeit with high thresholds its beneficial
effect is reduced. Before moving further, let us emphasize that in ordinary populations,
the higher the threshold, the higher the difference in the final density of cooperators
between the classical PGG and the proposed model. We can now focus on another
parameter of interest, i.e. the payoff trend of the two strategies measured during the
system evolution. Looking at the results in figure 3, the higher the synergy factor, the
smaller the difference between the proposed model and the classical PGG. The difference
between the payoff trends for both strategies becomes larger by reducing the value of
r. Then, we analyse the difference in the density of cooperators Ap, achieved in each
considered condition, on varying the synergy factor with the normal PGG dynamics.
This comparison includes both populations, i.e. ordinary and conformist agents—see
figure 4. In the population composed of ordinary agents, the highest differences are
obtained for intermediate synergy factors, i.e. 4 <r < 4.5. Yet, a clear peak at r=4.5is
detected using the threshold defined through the average and the standard deviation of
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Figure 4. The difference in density of cooperators Ap achieved in ordinary popula-
tions (left-hand) and conformist populations (right-hand), compared to the classical
PGG, on varying the synergy factor r. As indicated in the legend, for each pop-
ulation, we include both e values (see main text for the definitions). Results are
averaged over 100 simulation runs.

——r=425¢=175
—_ ]
1,000 ——r=426£=181
——r=4325¢=182
——r=4.25¢=183
—r=425¢=19

0.9000

0.8000

0.7000

0.6000

0.5000

0.4000

0.3000

Density of Cooperators
6

0.2000

0.1000 \‘

0.000

T T
0 500 1000
Time Steps

Figure 5. On the left-hand side, a heatmap illustrating the density of cooperators
after 1000 time steps in function of the synergy factor r and threshold e. On the
right-hand side, the density of cooperators for different € values and fixed synergy
factor r =4.25. Results are averaged over 100 simulation runs.

the payoff differences (i.e. the second definition of €). In the conformist population, the
distribution of Ap is different as the peaks are obtained for low values of synergy factors,
and Ap decreases as r becomes larger than 4.5. In both populations, synergy factors
higher than 5 tend to make poorly relevant the effect of € in the SRP. Eventually,
we study the final strategy distribution in function of the synergy factor r and the
threshold e. Results are shown in the left-hand plot of figure 5 while, on the right-hand
side, an additional plot reports the density of cooperators obtained at a fixed r=4.25
and on varying € within a relevant range. Notice that e =1.8 seems a critical value, as a
sharp decrease in the density of cooperators occurs as soon as the threshold is slightly
bigger than it. Finally, ‘critical thresholds’ like that (i.e. e=1.8) are responsible for
edges delineating the shadowed areas in the heatmap of figure 5.
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4. Discussion and conclusion

In this work, we analyzed the strategy profile of a population interacting through an
evolutionary game whose agents are, by design, unable to give value to payoff differences
below a given threshold. To this end, we focused on the PGG, which is particularly useful
for studying social dilemmas (as well as other scenarios, e.g. [43, 44]). The proposed
model introduces a tiny variation to the classical setting of this game. More specifically,
starting with a population arranged over a square lattice and at a low temperature,
we enriched the SRP, adding a threshold to the payoff difference. In doing so, payoff
differences which do not satisfy the introduced constraint are set to zero, making the
SRP equivalent to a coin flip. Then, given the high relevance of conformism in supporting
cooperation [15, 17], we considered ordinary and conformist agents separately. In both
cases, the above-mentioned low temperature ensures agents behave rationally when
the payoff difference is higher than/equal to the threshold. On the other hand, in the
opposite event, i.e. with a payoff difference tinier than the threshold, conformist agents
select the strategy of the majority holding in their core group, while ordinary agents, as
described, take a coin flip-based decision. Results of numerical simulations suggest that
introducing a threshold in the SRP with ordinary agents may curb cooperation. More in
detail, if agents ignore even ‘tiny’ payoff differences, cooperation survives/prevails when
the synergy factor is big enough. On the other hand, as mentioned, conformity plays a
fundamental role in curbing defection. So, although conformism relates to a fraction of
SRP processes, we confirmed its relevance in these dynamics.

To conclude, results suggest that individuals unable to give value to limited payoff
differences can be detrimental to cooperation. Yet, this attitude, with conformist beha-
vior, can lead to the opposite scenario where cooperation is supported. That leads us to
further observations. First, in social contexts, stimulating cooperation is far from trivial.
So, the presence of individuals behaving similarly to our ordinary agents may constitute
one of the possible motivations. Yet, mixing conformity and rationality resulted in a
highly beneficial support for cooperation. Regarding this, we find reasonable individu-
als may behave extremely rationally when observing their payoff is much higher/lower
than that collected by an opponent and imitate their peers when such difference is less
evident. In summary, the ability to compute and appreciate even tiny advantages and
disadvantages can be fundamental for the evolution of cooperation in dilemma games.
To conclude, further investigations into this direction may concern other social dilem-
mas, more complex population structures (e.g. scale-free networks [45]), additional SRP
mechanisms, more social behaviors such as anti-conformity [46-48], and the application
of the proposed model beyond social scenarios, e.g. ecological systems [49], economic
systems [50, 51], and many others.
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