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a b s t r a c t

Tenders are powerful means of investment of public funds and represent a strategic development
resource. Thus, improving the efficiency of procuring entities and developing evaluation models turn
out to be essential to facilitate e-procurement procedures. With this contribution, we introduce our
research to create a supporting system for the decision-making and monitoring process during the
entire course of investments and contracts. This system employs artificial intelligence techniques based
on natural language processing, focused on providing instruments for extracting useful information
from both structured and unstructured (i.e., text) data. Therefore, we developed a framework based
on a web app that provides integrated tools such as a semantic search engine, a summariser, an open
information extraction engine in the form of triples (subject–predicate–object) for tender documents,
and dashboards for analysing tender data.

© 2023 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

Public procurement, especially when the aim is innovation,
epresents a powerful means of investment of public funds.
ence, it is crucial to improve two main aspects in the area
f transparency and monitoring of the entire investment and
rocurement cycle. On one hand, the engagement process of the
UPs,1 procuring entities, administrations, and awarding entities,

allowing them to fulfil their tasks in a more effective, efficient and
sustainable manner, and on the other hand, to develop assess-
ment schemes that correlate specific logical-temporal sequences
of facts and contents that can be traced back to specific anomaly
indicators.

Artificial Intelligence technologies and Natural Language Pro-
essing (NLP) systems focused on the Italian language represent
new frontier for semantic interpretation, concept extraction,
nd correlation of texts and documents. This research, leveraging
uch technologies, aims at developing a system that can interface
ith existing databases, prepare datasets that are suitable for
rocessing and analysis, execute automatic extraction of relation-
hips between textual entities, perform correlation tests between
ortions of text even of different lengths (paragraphs vs entire
ocument), then receive queries and return predefined outcomes
n web-based format (short report, evidence, reference code, etc.).
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Finally, based on a large amount of structured data from past
tenders available as public open data, we provide a data explo-
ration and visualisation tool integrated within the framework to
enable users to extract valuable information from such resources.

This informative asset aims to support purchasing bodies dur-
ing the decision-making process by enabling them to respond to
pertinent queries based on prior or related cases and enhancing
their knowledge about the participants in tenders.

1.1. E-procurement

The digitisation of the procurement processes of public admin-
istrations’ goods and services (electronic public procurement) is
one of the main drivers of the European Commission’s policies;
the goal, in the medium term, is to digitise the entire procure-
ment process of public administrations in the two phases of pre
and post-award, i.e., from the publication of calls for tenders to
payment (end-to-end e-procurement).

E-procurement refers to those technologies that can facilitate
he acquisition of goods and services by private organisations
r public administrations [1]. Thus, e-procurement can improve
he processes’ efficiency and effectiveness by targeting simplifica-
ion and automation [1–3]. The heterogeneity of these processes
equires the use of various Information and Communications
echnologies (ICTs) in order to lead to the transformation of tra-
itional procuring and supplying of goods and services processes
nto e-processes such as e-tendering, e-awarding, e-auction, and
-sourcing [2,4]. More specifically, e-tendering consists of the ap-
lication of ICTs for the dissemination and acquisition of procure-

ent information, the announcement of interest in procurement,
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he receipt of tender documents, the submission of bids, and the
inal selection of the procurement bid [5]. Indeed, e-tendering
ims to increase productivity in the management of tenders by
elieving the bureaucracy and speeding up communication be-
ween the parties involved. Essentially it seeks the shift from
aper-based methods to ICT-based means of communication. One
f the main strengths of e-tendering is the remote accessibility of
he system. In this way, the tender manager, bidder, contractor,
r customer can freely access the tender management platforms
rom anywhere in the world without being restricted by location
onstraints [6].
With the Open Data Directive2 the EU mandates the release

f public sector data in free and open formats. The overall ob-
ective of the Directive is to continue to strengthen the EU’s data
conomy by increasing the amount of public sector data available
or re-use, ensuring fair competition and easy access to public
ector information, and enhancing cross-border innovation based
n data. Indeed, adopting e-procurement solutions causes a ben-
ficial side effect: the generation of large amounts of digital data
nd, thus, the opportunity to leverage them to develop innovative
T applications that can improve both government agencies’ and
idders’ processes.

.2. Motivation and scenarios

This project has been carried out in collaboration with Regione
uglia,3 and InnovaPuglia S.p.A.4 whose feedback and require-
ents have been the reference for defining possible use cases and

hus the features. Our partners’ main objective was to develop
system that enables procurement agents to access a collection
f data in an easy-to-use, integrated manner. This could allow
athering pertinent information about tenders, bid documenta-
ion, similar cases from the past, or about companies involved in
he bidding process to enhance evaluation and decision-making
asks. Therefore, we believe that our platform represents an ef-
ective answer to the above scenario since it streamlines access
o various information sources and enables searching through
tructured and unstructured data to gather insightful information.
e developed a decision support system to help procurement
rganisations through the entire investment and contract life
ycle. The main features and contributions of our work are the
ollowing:

1. Integration of structured and unstructured data informa-
tion;

2. Semantic search engine for tenders documentation;
3. Search engine based on OIE (Open Information Extraction)

techniques;
4. Visualisation and analysis of structured procurement data;
5. Single access point for companies’ information gathered

from several sources;
6. Set of collusion risk indicators.

. Background and related work

Decision Support Systems (DSS) are defined as interactive
omputer-based information systems designed to support so-
utions on decision problems [7]. To frame our approach, it is
elpful to refer to the following DSS classification [8], which splits
SS into six main classes as shown in Table 1.

2 https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:
2019L1024&from=EN
3 https://www.regione.puglia.it/
4 https://www.innova.puglia.it/
2

Table 1
Decision support systems classification.
DSS Type Description

Model-driven Based on simple quantitative
models. Large databases are
not required because they
work with the limited
information and parameters
that decision-makers provide.

Data-driven Access and manipulate internal
corporate data. The
development of data
warehouse, as a
subject-oriented, integrated,
time-variant, nonvolatile
collection of data [9], as well
as On-Line Analytical
Processing (OLAP) solutions
[10], has resulted in the spread
of this paradigm. Business
Intelligence (BI) was
established under this area,
incorporating a broad category
of applications, technologies,
and processes for obtaining,
storing, accessing, and
analysing data [11].

Group Communications-driven Utilise network and
communication technology.
Groupware, video conferencing,
and computer-based bulletin
boards are among the tools
employed.

Document-driven Provide document retrieval and
analysis. Based on large
document databases may
include scanned documents,
hypertext documents, images,
sounds and video. A search
engine is the primary
decision-aiding tool.

Knowledge-driven Knowledge is built on
computerised systems that can
store and retrieve knowledge
codified as probabilities, rules,
and relationships through the
application of data mining and
Artificial Intelligence (AI)
technologies.

Web-based All of the above can be
implemented using Web
technologies accessible through
a web browser. The server is
linked to the user’s computer
by a network using the
Transmission Control
Protocol/Internet Protocol
(TCP/IP).

Although a few examples of DSS developed for public procure-
ment are available, none of them is intended to aid public agen-
cies throughout the entire tendering process by making holistic
use of the bulk of information already in existence. Some con-
centrate on a particular industry [12–14] or on particular stages
of the procurement pipeline, such as bidder selection [15–17],
and contractor pre-qualification [18,19]. These are built around
a single DSS type, typically model-driven. Rather, in this article,

https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019L1024&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019L1024&from=EN
https://www.regione.puglia.it/
https://www.innova.puglia.it/
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e suggest a hybrid DSS that comprises some of the aforemen-
ioned types: data-driven, document-driven, knowledge-driven,
nd web-based.
A relevant application for our research is described in [20],

here a DSS for fraud detection in public procurement is pro-
osed. The authors defined a series of corruption risk patterns
ased on data mining and calculated indicators. As highlighted
n [21], defining objective criteria is a crucial step in improving
he identification of fraudulent behaviour and overcoming the
imitations of the majority of indicators currently used, which are
ased on surveys, audits, perceptions or experiences of corrup-
ion among various stakeholders (e.g. general population, firms,
xperts). Among them, the two that are most frequently used
re the Transparency International’s Corruption Perceptions In-
ex [22] and the World Bank’s Control of Corruption [23]. The
ain associated issues are determined by biases due to subjec-

ive perceptions, which may or may not be related to actual
xperience and may also be influenced by general sentiment.
dditionally, these indicators can result from surveys that are
kewed by small and unrepresentative samples of the entire
opulation. [24]. We decided to adapt the indicators presented
n [25] since they are based on data whose schema resembles the
ne that is available to us.
A survey of the most recent research on fraud detection for

ublic procurement is presented in [26]. The paper details the
ost common approaches based on machine learning algorithms,
etwork analysis, and the growing interest in neural networks.
An asset for an effective DSS is the adoption of data visu-

lisation solutions like, for example, Business Intelligence (BI)
ashboards which provide collections of multiple visual compo-
ents, such as charts, on a single view so that information can
e monitored at a glance [27]. Indeed, to enhance information
nterpretation and amplify human cognition [28], appropriate
isual representations in dashboards that use colour, scale, and
hape are paired with interactive exploration [29].
A review of the application of visualisation tools applied to

pen Government Data (OGD) is proposed in [30,31]. These stud-
es aim to identify the specific government areas served by such
ools and the most popular data visualisation techniques. More-
ver, they highlight the challenges frequently reported by other
esearchers and users and evaluate usability.

In these papers [32,33], the authors use visualisation tech-
iques on OGD to make it easier to access and retrieve informa-
ion. They draw attention to the fact that, despite the government
atasets are now widely available, their use remains impeded
y the stakeholders’ lack of programming skills and data man-
gement knowledge. To ease this problem, data visualisation is
uggested as a solution for interacting, sharing and understanding
ata.
In [34], a literature review on the theme of AI applied to the

ublic sector. Authors included within this survey a total of 73
ublications. Most publications have been published since 2019.
ost of them (42 out of 73) are conceptual/literature reviews
ddressing AI’s benefits and overall effects in the public sector.
inally, [35] is another literature review which is focused on
-procurement.

. Collusion risk indicators

As introduced in Section 1.2, one request formulated from our
artners was to gather information about companies participating
n tender bids. In light of this, it would be relevant to derive
etrics specific to each company that can detect anomalies or de-
iations from regulatory and normative standards in procurement
ctivities.
As a result, a portion of our research was devoted to calculat-

ng such metrics; therefore, before illustrating the full framework
3

architecture, this section describes the Collusion Risk Indicators,
which can be calculated from the available Open Data on public
procurement. We implemented most of the indicators suggested
in [25], though some had to be slightly modified to fit our dataset;
otherwise, if a specific type of data was unavailable, we omitted
the related indicator. We calculated the following indicators:

Relative tender value. - It is calculated as the ratio of the winning
bid to the price estimated in the tender. Since issuers gener-
ally expect bid prices to fall below the estimate due to healthy
competition, the relative value of the tender can be seen as
an indicator of how expensive the tender actually became (as-
suming, of course, that the initial estimate was not biased). An
increase in the relative value of the tender may signal a collusive
behaviour, as this may ultimately result in noncompetitive, in-
creased prices. Similarly, values close to the estimated price could
indicate market problems.

Variance of bids. - because specific values for all bids submitted
during the tender process are not available in our data for indi-
vidual tenders, a good proxy, correlated with the variance of the
bids, is the difference between the highest and lowest bid. Each
contractor’s expected value (average) is calculated for all tenders
won. We can observe from this data that a value of this indicator
that is too high or too low can indicate a problem. The presence
of intentionally too-high bids could cause the first case, while
abnormal rigidness in the market causes the second.

Missing offers. - the absence of bids from a previously active com-
pany in a given market could indicate the presence of collusive
scenarios. For each tender won by the contractor, it is given by
the expected value (average) of the inverse of the number of
bids admitted to the tender. A high value could imply a lack of
competition.

Superfluous bidders. - the prevalence of incorrect bids indicates
the excessively high proportion of bids excluded for administra-
tive reasons, e.g., missing documentation. Competition in pro-
curement markets can be simulated by competitors submitting
deliberately incorrect bids. Such artificial, non-competitive bids
may contain errors to be excluded, leaving only predetermined
companies with considerably high prices as the only valid propos-
als. Since excluding bids for administrative reasons is widespread
in procurement markets, submitting erroneous bids may give the
impression of competition, misleading contracting authorities.
Although it is natural to make mistakes in the bids submitted,
when this ratio is systematically high or is associated with higher
prices, the suspected likelihood of collusion between bidders is
greater. For each contractor, the expected value (average) be-
tween the number of excluded bids and the number of companies
that submitted a bid is calculated for all tenders won by that
contractor. A high value could be an indication of intentionally
submitted erroneous bids.

Concentrated market. - one of the main outcomes of collusive
bidding is that the market structure concentrates on a few play-
ers rather than having a competitive structure involving several
players. A concentrated structure occurs when only one or a
few companies win all the tenders while the other bidders are
either completely absent or fake their participation. If this oc-
curs in a market that would otherwise be competitive, it is a
sign of collusive behaviour. A situation where market concentra-
tion is definitely a sign of collusion is when a particular market
goes from competitive to concentrated in a short period of time
without any apparent alternative explanation (e.g., a change in
regulations, technology, or a sharp drop in total demand). It is
calculated as the specific company’s market share.
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S
tatic market structure. - a stable market structure indicates very
little variance between market shares. Here we examine whether
or not the company’s market shares are stable over time. It is
calculated as the coefficient of variation; a low value indicates
a stable market over time.

Prevalence of consortia. - it indicates that the winning bids were
predominantly submitted by a group of companies in consor-
tia. The formation of a consortium can undoubtedly increase
efficiency if this allows the specific expertise of the various con-
sortium members to be exploited. However, joint bids reduce
the actual number of competing parties, which can decrease the
effective competitive pressure, even in a non-collusive configu-
ration. For each contractor, the ratio of the number of bids won
by bidding as a consortium to the total number of times it has
won a bid is calculated. A high value signals the prevalence of
consortium wins and may suggest a lack of competition caused
by collusion.

Prevalence of subcontracting. - it indicates the involvement of
subcontractors in the handling of the contract. Similar to joint
bidding, the use of subcontracts can also have beneficial effects
and increase efficiency. However, it is also a convenient way to
share profits among colluding sides and can also serve as a means
of guaranteeing against possible defeats in the contract award.
For each contractor, the ratio of the number of bids won in which
subcontracting is allowed to the total number of bids won by that
contractor is calculated. A value that is too high may suggest a
willingness on the part of the contractor to adhere to collusive
arrangements via profit-sharing through subcontracting.

The derivation of such indicators can be interpreted as a
feature engineering activity on the original dataset that could
enhance the application of machine learning, with the aim of
detecting suspicious contracts whose allocation may be the result
of collusive agreements among firms participating in the tender
or pertaining to that market. The main obstacle for the above task
is the lack of datasets that record the occurrence of a judicial
authority investigation for a given procurement that has proven
the collusion among participants.

4. System implementation

In this section, we will discuss the system architecture illus-
trated in Fig. 1 and introduce the main functionalities imple-
mented within the framework. The system is freely accessible
online.5 The architecture is organised into four main modules:

• Data Collector: collects and integrates data coming from
different sources;

• Pre-Processing: extracts the relevant features of the data
collected in the previous step and stores it in a database to
allow further analysis;

• Tender Analyser: performs specific analysis on the data col-
lected in the previous step exploiting Machine Learning and
Natural Language Processing techniques;

• Service Tools: each service tool implements a specific use
case.

As we can see from Fig. 1, each module can be further divided
into sub-modules. This design choice was done taking into ac-
count modularity so that the system is open to changes or future
developments. The following sections will thoroughly describe
each component, along with the design choices taken for their
fulfilment.

5 http://www.semanticframework.it:8080/SearchMetadata/
4

4.1. Data collector module

The Data Collector module collects data about tender notices
that may be retrieved from different databases. The datasets
included are the following:

• ANAC6(Autorità Nazionale Anti Corruzione - National Au-
thority Against Corruption), which is the Italian national anti-
corruption authority, and stores the essential information
on Italian public procurement contained in the National
Database of Public Contracts from 2007 to present, in the
form of structured data;

• EmPULIA,7 is an online platform for public administration
tenders in the Apulian Region, and it stores documenta-
tion inherent to the tenders issued by Apulian contracting
agencies.

Due to the heterogeneity of the data sources, data extraction
is divided into plug-ins, making it easier to add new sources or
modify those that are already included.

In particular, the first plug-in extracts the data available on the
ANAC website, which is available as open data. All the Open Data
on the ANAC platform is structured into several tables and can be
obtained by querying its CKAN8 APIs. The download application
was developed in Java with the help of the Springboot framework.
This procedure allowed us to collect a total of 7,017,055 tender
records in about 4 h.

For what concerns our other data source, i.e., EmPulia, un-
fortunately, the platform did not make available some dedicated
APIs, so with the authorisation of InnovaPuglia, which manages
the website, we developed a crawling system that was capable of
automatically extracting the data contained within the platform.
This aspect is to take into great consideration since, despite the
efforts made until now to have open access to information re-
garding the public sector, many platforms still lack proper access
points.

Within the same module, we have the Data Integration sub-
module. This specific component addresses the aforementioned
heterogeneity of the data extracted by the different data sources
and merges overlapping data where possible.

4.2. Pre-processing module

The Pre-Processing module takes the data collected in the
previous phase and memorises it using databases or indexes. It
is important to select the relevant features necessary to build a
unified view of a tender allowing the subsequent analysis tasks.
Although numerous tools for textual analysis are available in the
literature, given our domain of interest, it is necessary to focus
on techniques that allow us to process texts written in different
languages and deal with a very specific vocabulary.

The unstructured data we processed is currently extracted
from the EmPulia platform. We want to process the documents’
metadata and the attachments related to a tender. The number
of such attachments is not fixed: it varies based on how many
are loaded onto the system by the RUP or the delegates dealing
with platform interaction. The unstructured data extracted from
EmPulia will be stored separately and indexed using the CIG
(Codice Identificativo Gara - Tender Identifier Code) of the call to
which they refer. The data is available in the following formats:
doc/docx, pdf, p7 m. Unfortunately, several documents contain
images of the scanned pages of the documents instead of the text
itself, making them unreadable by an automated system. For this

6 https://dati.anticorruzione.it/opendata
7 http://www.empulia.it
8 https://ckan.org/

http://www.semanticframework.it:8080/SearchMetadata/
https://dati.anticorruzione.it/opendata
http://www.empulia.it
https://ckan.org/
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Fig. 1. High-level framework architecture.
reason, it is necessary to convert these files to a format containing
only text. This goal is achieved using layout extraction and Optical
Character Recognition techniques.

To extract the text, we employ the 5th version of Tesser-
act OCR,9 released on November 2021. Tesseract OCR is avail-
able in several languages, which can be easily downloaded.10 In
particular, we use the ita.traineddata Italian model.

To store structured data, an SQL database was implemented.
The data obtained from ANAC was in the form of CSV or JSON files
split into several tables, each focused on a specific subject. They
are indeed linked by keys, allowing the user to join and extract
a set of desired columns from across the tables. The database
(DB) was created by importing those datasets using the same
source schema because it was already reliable and effective for
structuring our DB. The following step involved defining calcu-
lated columns and queries as required for calculating collusion
indicators (Section 3).

4.3. Tender analyser module

The Tender Analyser carries out the analyses of the data mem-
orised in the Pre-Processing step. This module is divided into
two distinct sub-components: the Data Analyser and the Content
Analyser. The first one handles the structured data related to
tenders like codes (e.g., CPVs), dates, and quantities; the latter,
instead, elaborates unstructured data, such as any attachment
that is part of the tender notification (e.g., equipment supply, the
main construction contract, specifications).

The core of the Content Analyser is the Natural Language Pro-
cessing component (NLP pipeline), which feeds both the Search

9 https://github.com/tesseract-ocr/tesseract
10 https://github.com/tesseract-ocr/tessdata
5

Engine and the OpenIE components. The current pipeline is an
evolution of a previous framework [36] that we developed for
the public administration of Apulia Region. The pipeline performs
several text-processing steps for English and Italian:

• Sentence Detection: splits a text into sentences by exploiting
punctuation characters that mark the end of a sentence.

• Tokenization: splits the text into tokens. Each token is a
word.

• Part-of-Speech (POS) tagging: identifies the grammatical
role of each word: noun, verbs, adjective, adverb, punctu-
ation, preposition, and so on.

• Lemmatization: provides the lemma for each word. The
lemma is the basic form of a word, for example, the singular
form of a noun or the infinitive form of a verb, as shown at
the beginning of a dictionary entry.

• Chunking: divides a text into syntactically correlated parts
of words, like noun or verb groups, but it specifies neither
their internal structure nor their role in the main sentence.

• Phrase Extraction: is able to find n-grams (sequence of
words) that identify a single concept. Examples of n-grams
are ‘‘Information Retrieval’’, ‘‘Document Management’’, and
‘‘Public Administration’’.

• Random Indexing [37]: constructs a WordSpace by analysing
a collection of documents. A WordSpace is a geometrical
space in which words are represented as points. If two
words are close in the WordSpace, they are semantically
related. RI allows to perform retrieval and semantic search
by exploiting a dense representation of both queries and
documents.

The OpenIE component is devoted to extracting structured
triples from text. We rely on an open-domain approach since we
do not know the predefined relations set as in the classic relation
extraction task. We combine two approaches: the former extracts

https://github.com/tesseract-ocr/tesseract
https://github.com/tesseract-ocr/tessdata
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Fig. 2. Smart Search — An example of result for the query: ‘‘indicator lights’’.
riples using an unsupervised method [38] based on syntactic
ules, while the latter filters triples in relevant and not relevant
sing a supervised system [39].
For example, given the following piece of text extracted from

tender’s attachment: ‘‘The legal subject delegated to carry out the
nspection cannot be commissioned by more than one competitor.
he contracting station issues a proof certificate of inspection’’., the

NLP pipeline is able to identify two sentences. For each sentence,
the list of tokens and lemmas is extracted. The chunking module
is able to identify noun phrases such as ‘‘contracting station’’ or
erb phrases like ‘‘carry out’’. The phrase extraction can automat-
cally identify relevant concepts such as ‘‘certificate of inspection’’.
inally, the triple extraction module derives the following triple:
‘The contracting station’’ as the subject, ‘‘issues’’ as the predicate,
nd ‘‘a proof certificate of inspection’’ as the object.

.4. Service tools

The Service Tools, as the last module of the architecture, is
esigned as a collection of applications. They will be tied to a
ell-defined set of use cases and carry out specific tasks to satisfy
he requirements in light of the data and analysis supplied by the
arlier modules.
Finally, given the high-level schema overview, the following is

list of the key functionalities developed to implement the use
ases requested by our partners:

1. Semantic search engine for tenders and their documenta-
tion:

(a) Summarising tool;
(b) Semantically related concept suggestion tool;

2. Search engine based on Open Information Extraction;
3. Company’s information aggregator;
4. Data analysis and visualisation dashboards for tenders

data:

(a) Collusion risk indicators.

The features listed above will be described in detail in the
following sub-sections.

4.4.1. Semantic search engine
The search engine (Fig. 2) can retrieve documents based on

the user’s query. More specifically, the search engine ranks docu-

ments by calculating a relevance score between the user’s query

6

and the document. The relevance score can be calculated using
different approaches. In the current version of our platform, we
implement two methodologies:

Classical search: this approach is based on the Vector Space
Model [40], in particular the BM25 model [41]. This method
can only retrieve documents that contain at least one of the
keywords provided in the user’s query;
Semantic search: this approach can map both documents
and queries as points of the same WordSpace built by
Random Indexing and used to represent words [42]. After
this mapping, it is possible to calculate the cosine simi-
larity between each document and the user’s query and
then rank the documents according to their similarity. This
approach allows finding documents that do not contain the
keyword provided in the query. The distributional space,
which is the key component of the semantic search, is built
by the NLP pipeline through Random Indexing (RI).

All documents are indexed using the BM25 model imple-
mented by Apache Lucene.11 We allow the user to choose which
kind of search the system will perform by selecting one or both.
When both types are selected, the results of each search model
are combined in a unique results set [42,43]. Whichever type
of search is selected, the results of the queries will be tenders
or tenders’ attachments that have a high relevance score to the
initial request.

One interesting feature the system offers is the possibility to
search for documents or notices similar to another one obtained
as a result of an initial query. This kind of search is performed by
measuring the cosine similarity between the dense vector repre-
sentation of documents. Given a document vector of a document,
we rank all the other documents according to the similarity be-
tween document vectors. The related concepts section represents
another functionality offered within the search engine. Given the
list of keywords specified by the user, being able to identify
other related concepts can be particularly important. Related
concepts are computed using the same approach of document
similarity but using the dense vector representation of terms. In
fact, this allows helping the user to satisfy his information need
by extending the search with words very similar to those they
inserted but which they did not think of. The related concepts’

11 https://lucene.apache.org/core/

https://lucene.apache.org/core/
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Fig. 3. Smart search — Tender winner tab.
unctionality is particularly useful when a RUP seeks information
n a field outside their expertise. For example, inserting as query
‘computer memory’’, the system returns as related concepts the
ollowing phrases: ‘‘portable computers’’, ‘‘processor’’, ‘‘gb’’, ‘‘ram’’,
‘software’’, ‘‘electronics’’, ‘‘quad’’, ‘‘memorisation’’, ‘‘microelectron-
cs’’. If we consider a case where the RUP has no knowledge of
omputer components, this kind of functionality can help bridge
he vocabulary gap.

A sample of search results is shown in Fig. 2. Three frames
re highlighted and denoted on the interface by yellow boxes,
ach with a distinct aim. In the first one, a collection of correlated
oncepts shows to the user other pertinent inquiries to enhance
nd broaden the capabilities of information retrieval. The second
rame contains the most relevant information about the returned
esults for the query. The fields on the left side are clickable and
onnected to specific functions:

• Oggetto (Object) and CIG: return the tender object along
with identification code. By clicking on them, it is possible
to access a panel with more available contents divided into
tabs (Fig. 3):

◦ Dettagli (Details): contains additional selected tender
info;

◦ Vincitori Bando (Winner of the tender): contains tender
winner data. From this tab, by clicking on the VAT12
field is possible to access the Company Data Aggregator
(see Section 4.4.3);

◦ Documenti (Documents) contains whole tender docu-
mentation, if available;

◦ Ulteriori Informazioni (Further Information) leads to a
new page (Fig. 4) that returns all of the available tender
data stored in the database (see Section 4.2);

• Vincitori (Winners): clicking on it gives direct access to the
Company Data Aggregator;

• Allegato (Attachment): it displays the retrieved document
whose content is most pertinent to the query.

Finally, in the third frame, there are three buttons that enable
he user to access additional features: (1) retrieve other similar
enders, (2) get triples extracted from the text (Section 4.4.2), and
3) a document summariser based on compositionality of word
mbeddings [44].

.4.2. Triples search engine
The triple search engine allows the user to navigate among the

riples extracted from the attachments of the tender notices taken
rom EmPulia. The user can insert their query in the research field
nd click the search button to start the retrieval procedure. The
etrieval model is already based on Lucene-BM25 and indexes
ach triple as a document composed of three fields: subject, ob-
ect and predicate. By default, the triples search engine looks for

12 https://en.wikipedia.org/wiki/VAT_identification_number
7

triples where the keywords inserted by the user appear as sub-
ject, predicate, or object. Nevertheless, it is possible to change this
configuration by opening the options menu: this allows searching
in a single field or any combination of the three. Here, the user
can limit the number of results to a specific value. The triple
search engine allows the retrieval of relevant information from
the text in the form of relations.

In addition to the standalone component, the functionalities of
the triple search engine are also integrated within the Semantic
Search engine (Fig. 5): The user can see all of the triples (soggetto
- predicato - oggetto) that belong to that specific document, as
well as the singular phrase (frase) that comprises them, in the
result list. This option is only possible if the result is a tender
whose information is available on EmPulia since triples can only
be extracted from documents attached to the tender.

These functionalities offer users a new way to explore data,
which can be more efficient and help them find novel informa-
tion in a wide number of domain-specific documents. Moreover,
applying OpenIE to tender notices represents a first step in trans-
forming the huge amount of unstructured data available in the
public sector into a structured format. This could help to au-
tomatically extract databases or knowledge graphs containing
information about tenders, making handling procedures more ef-
ficient and helping RUPs in their daily activities. Moreover, in this
form, it would be easier to double-check the information about
each tender avoiding errors or highlighting anomalies which can
indicate the presence of collusive behaviours.

4.4.3. Company data aggregator
This framework component enables the user to collect various

useful facts about a company by retrieving data from a set of
sources. All of the collected data is exposed in the user interface
(UI), creating a sort of ‘‘one-stop shop’’ for accessing forms of
diverse information that lets users have a more thorough un-
derstanding of a company. The list of resources used is provided
below:

• Registro Imprese (Business Registry): is a company record
that contains the data for all enterprises with headquar-
ters or local units in the Italian territory. It contains all of
the essential information about companies (name, articles
of association, management, headquarters, etc.) as well as
all subsequent events that affect them after registration
(e.g., changes in the articles of association and company
officers, transfer of registered office, liquidation, bankruptcy
proceedings, and so on). The Companies Register, therefore,
gives a detailed picture of each company’s legal state. It
provides an API to access its database;

• News: this API gathers news articles mentioning the selected
company in the Italian media over the past five years;

• Giustizia Amministrativa (Administrative Justice): this web-
site collects all administrative justice-related lawsuits and
makes them accessible to users. Although the data are freely
available, the supplier does not offer an API to automatically

https://en.wikipedia.org/wiki/VAT_identification_number
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Fig. 4. Smart search — Tender data page.
Fig. 5. Smart search — Example of triple extraction from a document.
retrieve them, so we came up with a workaround by setting
up a bot that mimics user behaviours on the website to sub-
mit the necessary query first and then collect the responses
returned on the same page;

• Analytic (Analisi): this resource is linked with the Data Anal-
ysis and Visualisation tool. More details are in Section 4.4.4.

This component can be accessed in one of two ways: either as
standalone service from the system home page, which exposes
o the user a form to enter the requested query or through
he search engine results by clicking on the dedicated field (the
ontractor name), which automatically passes to the module the
elevant query extracted from the results: Giustizia Amministra-
iva and the News module use the company name as the default
uery, Registro Imprese uses the VAT number.

.4.4. Data analysis and visualisation
This service tool is connected to the one described in Sec-

ion 4.4.3 and has the goal of visualising and analysing structured
ata available in the ANAC dataset. For example, it has the scope
8

to provide an analysis of the historical records of a company in
the area of public procurement.

Public Open Data typically have a major drawback: the way
they are distributed makes it difficult for non-technical end-users
to access and understand vast amounts of data. Indeed, most data
are provided as raw datasets, which creates a technical barrier
that restricts their use or even their access [32].

Hence, the main focus is to provide a simple data access point
that enables the user to skip all the preliminary procedures,
including the collection of appropriate data, loading and reading
them with proper tools, searching for pertinent information, and
finally visualising the findings. Due to these factors, we opted
for using a BI software solution, namely the open source Apache
Superset13 application. One of its remarkable features is that the
app front-end provides a web-based UI with all of the back-
end components installed on a server, for example, as a docker
container. This allowed us to smoothly integrate it within our

13 https://superset.apache.org/

https://superset.apache.org/
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Fig. 6. Company’s Dashboard — Map, Sankey diagram, CPV pie chart.
ramework; in order to access the functionality, we just had to
ink its service URL inside the platform.

After establishing a connection, through the software con-
ector, between Superset and the database implemented in the
re-processing module (Section 4.2), we defined a number of
isualisations that are useful for information mining. These are
ccessible via dashboards, each of them tailored to a specific area
f interest. Two are the main dashboards: one about companies’
ecords related to previously awarded tenders and another about
specific market that can be defined based on geographic areas

region, province, etc.), date and specific business sectors iden-
ified by CPV 14 (Common Procurement Vocabulary) codes. Such
codes define a unique classification system for public procure-
ment aimed at standardising the references used by contracting
authorities and entities to describe the subject matter of procure-
ment contracts. The basic vocabulary is built on a tree structure
that includes codes of up to nine numbers that are associated
with text that specifies the supplies, works, or services covered
by the contract.

There are two options to access these dashboards: as a stand-
alone service that the user may utilise to obtain information on
demand or from a link available in the search engine results
(Section 4.4.1) from the tender winner’s field, which is then, pre-
selected in the dashboard filter. A more detailed description of
the dashboard content is provided.

For the company data dashboards, we propose the following
charts:

1. Filter modules that allow the user to select the desired
company by corporate name or VAT number, as well as
another that limits the gathered data on date and location
with increasing granularity, such as region and province;

2. A table contains all of the available companies in the DB
whose names begin with the same string selected in the
name filter, or even if the names do not match exactly, have
the same VAT codes;

3. Two counters measuring the total number of contracts
awarded and the total amounts for them;

4. A map showing the locations of the won tenders (Fig. 6);
5. A Sankey flow chart connecting the company to the most

relevant purchasing agencies that issued the awarded bids
(Fig. 6);

6. A pie chart displaying the percentage of contracts cate-
gorised by the CPV based on the number of tenders or the
total value (Fig. 6).

7. A time-series chart of the contracts awarded, with the cor-
responding values, and categorised according to the award-
ing criteria;

8. A pie chart displaying the main competitors in the same
company’s business areas, ranked by market share, as well
as an associated table detailing the markets with respective
winners;

14 https://simap.ted.europa.eu/web/simap/cpv
9

9. A bullet chart with the values of each collusion indicator
(Section 3), and a spider chart with a global overview of all
indicators (Fig. 7);

10. A table containing the most relevant information about
all of the company’s won tenders. By clicking on the CIG
in the corresponding field, it is possible to access another
dashboard that contains all the exhaustive data gated from
the database relative to the selected tender. In the same
way, clicking on the company’s fiscal code field lets the
user retrieve information about the firm by accessing the
system’s section that collects data from a variety of sources
like news, administrative-juridical issues, and the business
register, as described in the corresponding paragraph 4.4.3.

The market data dashboard is comprised of the following
charts:

1. A set of filters to define the market configuration: date,
region, province, procuring authority, the business sector
(CPV), award procedures, as well as a table with the entire
CPV hierarchy;

2. A pie chart depicting the largest market contractors in
terms of the number of contracts and total amount, ar-
ranged by tabs;

3. A time-series chart of the last 50 contracts awarded;
4. Divided into three tabs as many pie charts illustrating

the number of tenders with respect to the following sub-
jects: contractor selection criterion, awarding criterion, and
primary contract issue (Fig. 8);

5. A tile chart that divides the market by each CPV and its
subclass, arranged by the total amount with respect to the
CPV;

6. A graph chart linking each procurement agency active
in the targeted market with its key suppliers, split by
the number of assigned tenders or total granted amount
(Fig. 9);

7. A table containing the most relevant information about all
of the tenders awarded in that market. In the same way, as
in the company’s information dashboard, additional details
regarding tenders and firms may be retrieved via the links
in the CIG and fiscal code columns.

5. Evaluation

In order to evaluate our decision support system, we set up
an online assessment survey. We gathered 33 participants from
Public Administration employees aged between 20 and 70 years,
equally distributed by gender. The chosen sample considers final
users of the proposed DSS with high familiarity with the do-
main of public tenders (RUPs, Project Managers, e-procurement
specialists, etc.). We provided the participants in advance with
tutorials in the form of videos directly accessible in a dedicated
section on the system website. We then asked them to perform

some tasks and finally evaluate the system.

https://simap.ted.europa.eu/web/simap/cpv
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Fig. 7. Company’s Dashboard, collusion indicators.
Fig. 8. Market Dashboard, Contract types pie charts, Tile diagram.
Fig. 9. Market Dashboard — Graph chart.
The survey presents a total of 19 questions divided into 5
roups as displayed in Tables 2, 3, and 4. The first group consists
f 5 questions concerning participants’ information (Fig. 10). The
econd group is composed of 10 questions that are structured
nto a questionnaire to assess our platform’s usability, and it
rovides five different response options on a scale from one to
ive (1 — strongly disagree, 5 — strongly agree). We used these
nswers to compute the System Usability Score, a measure of a
ser’s perception of the system’s usability. To obtain feedback
rom participants about which of the implemented features could
ostly support their work, we added 2 more questions in the

hird group, asking them to select from a list of the available
unctionalities which one is most and least useful. Moreover,
e also included an optional open-ended question to gather
etailed feedback on the system, participants’ experiences, and
heir suggestions for improvements. The last question allows us
o compute the Net Promoter Score [45], a metric employed to
evaluate the likelihood the users would recommend a product,
a service, or software.

According to the standard ISO 9241-11, usability can be mea-
sured in terms of system effectiveness, system efficiency, and
system satisfaction. Created by John Brooke in 1986, the System
sability Score [46] (SUS) proved to be intuitive and solid over
undreds of studies and nowadays, the SUS is widely used to
easure the usability of websites and applications [47]. The sur-

ey consists of 10 questions (see Table 3) and 5 rating options,

10
the 5-point Likert Scale [48]. The SUS score for each survey
participant is computed as follows:

SUS = (((
∑

odd_items) − 5) + (25 −

∑
even_items)) ∗ 2.5

and can assume values between [0, 100].
Odd_items (Q.2.1, Q.2.3, Q.2.5, Q.2.7, Q.2.9) and even_items (Q.2.2,
Q.2.4, Q.2.6, Q.2.8, Q.2.10) are the scores assigned literally to odd
and even numbered questions in the questionnaire.

As illustrated in Fig. 11, the individual SUS scores range be-
tween 25 and 100. Thus, averaged on the number of participants,
the SUS is equal to 77.1, considerably above the margin of the
acceptable range, which the guidelines [49] state to be 68.

Fig. 12 shows the distribution of the responses to each of the
ten questions. Considering the odd answers, it can be affirmed
that users found the proposed tool convenient and straightfor-
ward. This observation is backed up by the responses to even-
numbered questions, negative-toned by definition, which pre-
dominantly gather around low values (1–2).

For an exhaustive evaluation, in addition to a numerical esti-
mate, we asked the participants which features of the search en-
gine they considered the most useful and which the less one. Fi-
nally, we asked what we should improve through an open-ended
question.

The results shown in Fig. 13 provide remarkable insight from a
user’s perspective. At first glance, we notice that the most useful
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Table 2
Questions related to the collection of personal information about the user.
ID Question Type of answer

Q.1.1 What is your age?

Open-ended
Q.1.2 What is your educational qualification?
Q.1.3 What is your job?
Q.1.4 How many years have you been in this profession?
Q.1.5 What is your IT proficiency?
Table 3
Questions for the SUS questionnaire.
ID Question Type of answer

Q.2.1 I think that I would like to use this system
frequently.

5 point likert scale

Q.2.2 I found the system unnecessarily complex.

Q.2.3 I thought the system was easy to use.

Q.2.4 I think that I would need the support of a
technical person to be able to use this system.

Q.2.5 I found the various functions in this system
were well integrated.

Q.2.6 I thought there was too much inconsistency in
this system.

Q.2.7 I would imagine that most people would learn
to use this system very quickly.

Q.2.8 I found the system very cumbersome to use.

Q.2.9 I felt very confident using the system.

Q.2.10 I needed to learn a lot of things before I could
get going with this system.
Table 4
Final questions. Questions 3.1, 3.2, and 4.1 are aimed at collecting detailed feedback from the user about the system,
while the final question is necessary to compute the NPS score.
ID Question Type of answer

Q.3.1 Based on your needs, which feature do you
find most interesting/useful? List of options

Q.3.2 Based on your needs, which feature do you
find less interesting/useful?

Q.4.1 How could we improve our website? Open-ended

Q.5.1 How likely is it that you would recommend
this system to a friend or colleague?

Score from 1 to 10
tools are almost evenly divided between the Semantic search and
various types of dashboards. This supports our decision to include
in the DSS the ability to gather information from both structured
and unstructured data. We believe that such a dichotomy is
related to the various participants’ duties and roles at work.

Meanwhile, the second question provided a clear response
s to which tools people find least helpful. In fact, 57.6% of
tudy respondents believe Indicators Dashboard15 is unhelpful.
iven the magnitude of the outcome, we decided to drop this
omponent of the architecture entirely.

15 This dashboard provided an exhaustive distribution of the values estimated
or each collusion indicator in certain market selection.
11
Table 5
Answers to the open question ‘‘How could we improve our system?’’.
How could we improve our system?

I would enhance the market dashboard filter section by
including a choice to filter by contracting type and to filter
CPV using its code rather than just textual description.

Table 5 contains the responses to Q.4.1 intended to provide
feedback and suggestions to improve the system. Unluckily, only
one user added such an answer, formulating the request for some
improvements in the filtering section in the Market Dashboard.
The DSS has received such minor upgrades.
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Fig. 14 depicts the distribution of the ratings supplied by each
ser to the Q.5.1 question required to compute Net Promoter
core; on a scale from 0 to 10, the 6.1% of the participants
nswered 7, 33.3% 8, 30.3% 9 and 15.2% 10. The idea behind the
PS is to divide the users into promoters, passives and detractors of
 N

12
he item, based on their answer: users providing ratings between
0 and 9 are considered to be promoters, between 8 and 7
re passives and finally, from 6 to 0 are detractors. The NPS is
omputed as follows:

PS = %Promoters − %Detractors
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Fig. 14. Promoter score distribution.
nd can assume values included in the interval [−100, +100];
espite the fact that the computation occurs between percent-
ges, the NPS is actually expressed as a decimal value. General
uidelines established by Bain&Co.,16 inventors of the NPS state
hat any positive, non-zero score of the NPS is considered ‘‘good’’
ince it means that there are more promoters than detractors;
owever, any score above 20 is considered encouraging, whereas
0 is excellent and above 80 first-rate. Our system scores 30.3,
aving 45.5% of promoters and 15.2% of detractors.

.1. Evaluation of collusion risk indicators

We conducted a separate study to evaluate how much the
ollusion risk indicators can help RUPs support their activities
nd, more specifically, detect potential anomalies and deceitful
ractices. For this study, we involved 11 RUPs which are in charge
f performing anti-collusion assessments over tenders. First of all,
e gathered all the RUPs for a meeting where we explained in de-
ail the tool and how each collusion risk indicator was computed.
ext, we asked the RUPs to use the Company’s Dashboard to per-
orm their daily activities. Given the topic sensitivity, we are not
ble to directly access and share data about collusive companies.
fter 2 h, we then asked the RUPs to answer a questionnaire. We
ecided to take into account the following four constructs defined
n [50,51]:

• Perceived value: represents an individual’s overall evalu-
ation of the costs and benefits of adopting the tool, as
determined by their attitude towards the change;

• Switching benefit: represents an individual’s perception of
the benefit that will derive from the adoption of the new
tool;

• Switching cost: represents an individual’s perception of the
costs and efforts required to switch or integrate the new
tool;

• Self-efficacy for change: represents the individual’s percep-
tion of their ability to easily adapt to the new tool.

Given the questions related to each construct, we adapted
hem to our scenario. The survey consists of 14 questions with the

16 https://www.bain.com/insights/introducing-the-net-promoter-system-
oyalty-insights/
13
7-point Likert Scale (1 — Strongly Disagree, 7 — Strongly Agree).
The final list of questions is shown in Tables 6 and 7.

Table 8 shows the main statistics related to the results of the
survey in terms of mean standard deviation and variance. The val-
ues show how the responses were very favourable, with the three
positive constructs (i.e. PVL, SWB, and SFC) with a mean value
over 5 and the negative construct (i.e. the SWC) with a mean of
3.3. The variance and the standard deviation highlight that RUPs
share their opinion about the collusion risk indicators. In Table 9,
we reported the Pearson correlation matrix of the scores obtained
by each construct which shows a strong relationship among all
the constructs. All the correlations are statistically significant and
this proves the effectiveness of our solution since:

• Perceived value has a strong positive correlation with
Switching Benefits;

• Self-efficacy for change has a positive correlation on the
perceived value;

• Switching Benefits have a positive correlation on Self-
efficacy for change;

• Switching Costs have a negative correlation with all the
other constructs.

6. Conclusions and future works

This research presented a Decision Support System capable
of assisting and facilitating the work of personnel participating
in public procurement procedures. Our proposal concept is to
supply users with a variety of instruments that can ease access to
various types of information beneficial to their job and facilitate
procedures at various stages of the procurement pipeline: call for
tender definition, bidder selection, contract award as well as for
monitoring the whole operations in the specific area of interest.

To serve this purpose, we have implemented a system that
can process data of different types, both structured and un-
structured, deriving from the vast amount of resources available
within public agencies, e.g. documentation or tabular data from
past tenders. On top of them, we built the system illustrated
above, which in our opinion, is an effective tool able to turn
the wealth of data, otherwise unused, into useful, accessible and
targeted information. Actually, the main objective was to provide
a simple and accessible tool that can empower non-technical

https://www.bain.com/insights/introducing-the-net-promoter-system-loyalty-insights/
https://www.bain.com/insights/introducing-the-net-promoter-system-loyalty-insights/
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Table 6
Questions for the Perceived Value (PVL) and Switching benefit (SWB) constructs.
ID Question Construct

PVL 1 Considering the time and effort I have to
spend, integrating the tool into my way of
working is worthwhile.

Perceived value

PVL 2 Considering the loss that I incur, integrating
the tool into my way of working is of good
value.

PVL 3 Considering the hassle that I have to
experience, integrating the tool into my way
of working is beneficial to me.

SWB 1 Integrating the tool into my current way of
working would enhance my effectiveness on
the job. Switching benefit

SWB 2 Integrating the tool into my current way of
working would enable me to accomplish
relevant tasks more quickly.

SWB 3 Integrating the tool into my current way of
working would increase my productivity.

SWB 4 Integrating the tool into my current way of
working would improve the quality of the
work I do.
Table 7
Questions for the Switching cost (SWC) and Self-efficacy for change (SFC) constructs.
ID Question Construct

SWC 1 I have already put a lot of time and effort into
mastering the current way of working. Switchin cost

SWC 2 It would take a lot of time and effort to
integrate the tool into my current way of
working.

SWC 3 Integrating the tool into my current way of
working could result in unexpected hassles.

SWC 4 I would lose a lot in my work if I were to
integrate the tool into my current way of
working would.

SFC 1 Based on my own knowledge, skills and
abilities, using the tool in my everyday work
activities would be easy for me.

Self-efficacy for change

SFC 2 I am able to integrate the tool in my current
way of working without the help of others.

SFC 3 I am able to integrate the tool into my current
way of working reasonably well on my own.
Table 8
Statistics related to the different constructs.

Mean Std Dev Variance

PVL 5.52 1.17 1.36

SWB 5.5 1.15 1.31

SWC 3.3 .91 .82

SFC 5.39 1.11 1.24

Table 9
Correlation matrix among the four constructs.

PVL SWB SWC SFC

PVL 1 .984* −.961* .913*

SWB 1 −.938* .967*

SWC 1 −.844*

SFC 1

* Significant at .05 level
14
users to access information from data without all the technical
struggles involved. Moreover, to the best of our knowledge, our
decision system is the first example of its kind.

To validate our concept, we distributed an anonymous survey
to numerous professional figures involved in procurement, asking
them to evaluate it. The findings back with our assumption,
indicating overall satisfaction across all 33 participants.

The framework that we implemented is a proof-of-concept
built on the requirement to first validate the design architecture
and functionalities constrained by a limited amount of hardware
resources. Therefore, some of our technical decisions are focused
on these boundaries.

In future work, indeed, we consider the possibility of accessing
even more extended data assets, mainly while the digitisation
process of public administration advances and thereby, a larger
number of APIs will be available. To improve our solution, we
also plan to employ the latest results in the field of AI (Artificial
Intelligence), e.g. Large Language Models [52] (LLMs). Such models
can be used, e.g. in the form of chat for question answering over
documents and data, by giving them access to such resources.
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