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Abstract

We study existence of solutions for the fractional problem

(Pm)







(−∆)su+ µu = g(u) in RN ,
∫

RN u2dx = m,

u ∈ Hs

r (RN),

where N ≥ 2, s ∈ (0, 1), m > 0, µ is an unknown Lagrange multiplier and g ∈ C(R,R) satisfies
Berestycki-Lions type conditions. Using a Lagrangian formulation of the problem (Pm), we prove the
existence of a weak solution with prescribed mass when g has L2 subcritical growth. The approach
relies on the construction of a minimax structure, by means of a Pohozaev’s mountain in a product
space and some deformation arguments under a new version of the Palais-Smale condition introduced
in [21, 25]. A multiplicity result of infinitely many normalized solutions is also obtained if g is odd.
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1 Introduction

In 1948, following a suggestion by P.A.M. Dirac, R.P. Feynman proposed a new suggestive description
of the time evolution of the state of a non-relativistic quantum particle. According to Feynman, the
wave function solution of the Schrödinger equation should be given by a heuristic integral over the space
of paths. The classical notion of a single, unique classical trajectory for a system is replaced by a
functional integral over an infinity of quantum-mechanically possible trajectories. Following Feynman’s
path integral approach to quantum mechanics, Laskin [31] generalized the path integral over Brownian
motions (random motion seen in swirling gas molecules) to Lévy flights (a mix of long trajectories and
short, random movements found in turbulent fluids) and derived the fractional nonlinear Schrödinger
((fNLS) for short) equation

i∂tψ = (−∆)sψ − g(ψ), (t, x) ∈ R× RN , (1)

where ψ(t, x) is a complex wave, s ∈ (0, 1), the symbol (−∆)s denotes the fractional power of the Laplace
operator and g is a Gauge invariant nonlinearity, i.e. g(eiθρ) = eiθg(ρ) for any ρ, θ ∈ R.

In 2015 a first optical realization of the fractional Schrödinger equation, based on transverse light
dynamics in aspherical optical cavities, was achieved by Longhi [33]. Subsequently, the propagation dy-
namics of wave packets were reported in Kerr nonlinearity, with constant or double-barrier potential.
Numerical results showed the existence of solitons for (fNLS) equations where the Lévy index s and the
saturation parameter can significantly affect the stability of these solitons [30, 42, 35, 43]. Numerous
other applications of the (fNLS) equation arise in the physical sciences, ranging from models of boson
stars [19] to geo-hydrology [3], from charge transport in biopolymers, like DNA [29] to anomalous dif-
fusion phenomena [10, 40], from water wave dynamics [26] to jump processes in probability theory with
applications to financial mathematics (see also [15] and the references therein).

Moreover, fractional integrals and derivatives in the calculation methods have been used for the ex-
planation of physical phenomena which do not comply with the laws of classical statistical physics, for
instance in modelling Bose-Einstein condensates. It is known that Bose-Einstein condensation, theoret-
ically discovered in 1924 and observed experimentally with alkali metals (rubidium and sodium atoms)
in 1995, represents a topical subject due to the explanation of quantum effects seen on a macroscopic
scale, transmission of matter and the behaviour of superconductivity and superfluids. In this respect, not
only experimental studies are important but theoretical studies too, which lead to the analysis of class
of (fNLS) equations (also known as fractional Gross-Pitaievskii equations). Numerical simulations show
existence of standing waves solutions, having a soliton behaviour and bound states [17, 41], including
mass conservation, energy conservation and dispersion relation, in which the fractional order exponent
influences the shape of the state.

From a mathematical view point, when searching for standing waves to (1), i.e. factorized solutions
ψ(t, x) = eiµtu(x), µ ∈ R, two possible directions can be pursued. A first possibility is to study (1) with
a prescribed frequency µ and free mass. This approach, which we call the unconstrained problem, has
been deeply developed, for example by [18, 12, 8, 23, 24]. The literature concerning the local version of
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the unconstrained problem starts from the seminal paper of Berestycki-Lions [6] and it is so large that
we do not even make an attempt to summarize it.

A second approach is to prescribe the mass of u, thus conserved by ψ in time

∫

RN

|ψ(x, t)|2 dx = m, ∀ t ∈ R

and let the frequency µ to be free, becoming an unknown. This second approach is of considerable
significance in physics, not only for the information on the mass itself, but also because the mass may
also have specific meaning, such as the power supply in nonlinear optics, or the total number of atoms in
Bose-Einstein condensation. Moreover, it can give better insights into the dynamical properties, such as
the orbital stability or instability of solutions of (1).

In a local framework (s = 1) the seminal contribution to the study of constrained problems is due to
Stuart [39] and Cazenave and Lions [11]. See [27, 4, 38, 21] for more recent contributions in the local
case (see also [14] for a NLS equation with a nonlocal source term).

In the nonlocal case, it remains an open problem to derive analytically the existence of infinitely many
bound states with higher energy, including mass conservation.

The present work is dedicated to the study of standing waves solutions of (1) with prescribed mass by
means of a new variational method. Namely, we are interested to seek for radially symmetric solutions
of the fractional problem

(Pm)

{
(−∆)su+ µu = g(u) in RN ,∫

RN |u|2dx = m,

where N ≥ 2, s ∈ (0, 1), m > 0 and µ is a Lagrange multiplier. We assume that the function g satisfies
the following Berestycki-Lions type conditions:

(g1) g : R → R continuous and limt→0
g(t)
t = 0,

(g2) lim|t|→∞
g(t)
|t|p = 0 where p = 1 + 4s

N ,

(g3) there exists t0 > 0 such that G(t0) > 0,

where G(t) =
∫ t

0
g(τ)dτ . We remark that the exponent p = 1 + 4s

N appears as a L2 critical exponent
for the nonlinear fractional equations with L2 constraint and thus assumption (g2) means that g has L2

subcritical growth.
Some nonlinear models satisfying (g1)–(g3) are given by pure powers g(t) = |t|q−2t, with q ∈ (2, 2+ 4s

N ),
and combined powers g(t) = |t|q−2t ± |t|r−2t, with 2 ≤ r < q < 2 + 4s

N . Other physical models can be
found for example in the saturation effect in nonlinear optics for photorefractive media, e.g.

g(t) =
t3

1 + t2
, G(t) =

1

2

(
t2 − log(1 + t2)

)

(see [16, 42, 34, 22]).
The solutions to (1) can be characterized as critical points of the C1 functional L : Hs

r (R
N ) → R

L(u) =
1

2

∫

RN

|(−∆)s/2u|2 −

∫

RN

G(u)

constrained on the sphere
Sm =

{
u ∈ Hs

r (R
N ) | ‖u‖22 = m

}
,

where ‖u‖q =
(∫

RN |u|q dx
)1/q

for any q ∈ [1,∞). We recall that

Hs
r (R

N ) =
{
u ∈ Hs(RN ) | u(x) = u(|x|)

}

is the subspace consisting of radial functions of the Sobolev space

Hs(RN ) =

{
u ∈ L2(RN )

∣∣∣∣
∫

RN

|ξ|2s|F(u)|2dξ <∞

}
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endowed with the norm

‖u‖2Hs(RN ) =

∫

RN

(
|ξ|2s|F(u)|2 + |F(u)|2

)
dx (2)

where F denotes the Fourier transform. We also recall that

(−∆)su = F−1
(
|ξ|2sF(u)

)

for |ξ|sF(u) ∈ L2(RN ) and thus (−∆)su is a real function for a real valued u ∈ L2(RN ) (see [15]). By
Plancherel’s Theorem, we have

∫

RN

|(−∆)s/2u|2dx =

∫

RN

|F((−∆)s/2u)|2dξ =

∫

RN

|ξ|2s|F(u)|2dξ

for any u ∈ Hs(RN ). Therefore

‖u‖2Hs(RN ) =

∫

RN

(
|(−∆)s/2u|2 + u2

)
dx.

In [32], Lions proved the following result in a radial fractional setting.

Lemma 1.1 Let N ≥ 2. The space Hs
r (R

N ) is compactly embedded into Lq+1(RN ) for all q ∈ (1, 1 +
4s

N−2s ).

However, as shown in [13] (see also [5]), a result in the spirit of Radial Lemma by Strauss is not available
in a fractional framework for general 0 < s ≤ 1

2 .

In the present work we consider a Lagrange formulation of the problem (1) as in [21] (see also [14]).
For technical reasons we write µ = eλ with λ ∈ R and define the C1 functional I : R×Hs

r (R
N ) → R by

setting

I(λ, u) =
1

2

∫

RN

|(−∆)s/2u|2 −

∫

RN

G(u) +
eλ

2

(
‖u‖22 −m

)
. (3)

We seek for critical points (λ, u) ∈ R × Hs
r (R

N ) of I, namely weak solutions of ∂uI(λ, u) = 0 and
∂λI(λ, u) = 0 or equivalently

{ ∫
RN (−∆)s/2u (−∆)s/2φ+ eλuφ =

∫
RN g(u)φ, ∀φ ∈ Hs

r (R
N ),∫

RN u
2dx = m.

We implement a mini-max approach to detect normalized solutions in the nonlocal framework using a
Pohozaev type function. More precisely, inspired by the Pohozaev identity, for any s ∈ (0, 1) we introduce
the Pohozaev function P : R×Hs

r (R
N ) → R by setting

P(λ, u) =
N − 2s

2

∫

RN

|(−∆)s/2u|2 +N

∫

RN

(
eλ

2
u2 −G(u)

)

and the set
Ω =

{
(λ, u) ∈ R×Hs

r (R
N ) | P(λ, u) > 0

}
∪
{
(λ, 0) | λ ∈ R

}
.

We note that, for each λ ∈ R, the set {u ∈ Hs
r (R

N ) | P(λ, u) > 0}∪ {0} is a neighbourhood of u = 0, and
thus

∂Ω =
{
(λ, u) ∈ R×Hs

r (R
N ) | P(λ, u) = 0, u 6= 0

}
.

Therefore (λ, u) ∈ ∂Ω if and only if u 6= 0 and u satisfies the Pohozaev identity. However we emphasize
that under assumptions (g1)–(g3), if u ∈ Hs(RN ) solves ∂uI(λ, ·) = 0 with λ ∈ R fixed, then P(λ, u) = 0
when s ∈ (1/2, 1). A similar result for s ∈ (0, 1/2] is not available since the weak solutions are not C1, in
general (see [8]).

In spite of this lack of regularity, which is a special feature of the nonlocal framework, we recognize
a Mountain Pass structure [2] for the functional I, where the mountain is given by the subset ∂Ω. We
refer to it as the Pohozaev’s mountain. This approach can be useful to deal with different problems in
other contexts.
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Inspired by [21, 25], we need to use a new variant of the Palais-Smale condition which takes into
account the Pohozaev identity, and we establish some deformation theorems which enable us to perform
our minimax arguments in the product space R×Hs

r (R
N ).

As a byproduct, our solutions satisfy the Pohozaev identity, even if we assume that f is a continuous
function (see Corollary 6.3). We also note that solutions with the Pohozaev identity are essential in
the following sense: our deformation argument shows that critical points with the Pohozaev identity
just contribute to the topology. That is, solutions without the Pohozaev identity are deformable with a
suitable deformation flow and have no topological contribution.

Firstly we prove the following existence results for (1).

Theorem 1.2 Suppose N ≥ 2 and (g1)–(g3). Then there exists m0 ≥ 0 such that for any m > m0, the
problem (1) has a solution.

Theorem 1.3 Suppose N ≥ 2, (g1)–(g3) and

(g4) limt→0
g(t)

|t|
4s
N t

= +∞.

Then for any m > 0, the problem (1) has a solution.

We highlight that the found solution is actually a minimum for L constrained to the sphere (see
Proposition 6.4), which furnishes a strong indication to its stability properties. The techniques employed
in [38] for the local case s = 1, to get directly the existence of a minimum for L, are not easily adaptable
to the fractional framework, because of the need of a control on the tails in the Brezis-Lieb lemma and in
the Concentration-Compactness techniques. Anyway, our method not only gets around these difficulties,
but moreover it is also suitable to get multiple solutions.

Indeed, if we also suppose the oddness of g, namely

(g5) g(−t) = −g(t) for all t ∈ R,

we have I(λ,−u) = I(λ, u) for all (λ, u) ∈ R×Hs
r (R

N ) and we can establish the existence of infinitely
many L2 constrained standing waves solutions for the (fNLS) equation.

We prove the following multiplicity result.

Theorem 1.4 Suppose N ≥ 2 and (g1)–(g3) and (g5). Then we have:

(i) For any k ∈ N there exists mk ≥ 0 such that for each m > mk, the problem (1) has at least k
nontrivial, distinct pairs of solutions.

(ii) In addition assume (g4). For any m > 0 the problem (1) has countably many solutions (un)n∈N,
which satisfy

L(un) < 0 for all n ∈ N,

L(un) → 0 as n→ +∞.

We remark that our subcritical multiplicity result seems new even in the case of the pure power
g(t) = |t|q−2t and in the non-monotone case of competing powers g(t) = |t|q−2t − |t|r−2t and it has a
physical relevance since it describes the existence of multiple bound states with arbitrary high energies
(see e.g. [17]). We stress that the analytical solutions for fractional differential equations are still limited,
while there is a large amount of numerical methods in discretizing the fractional differential operators.
In Theorem 1.4 we furnish an analytical rigorous approach to detect infinitely many symmetric solitons,
which can be applied to the computation of ground and excited states to (fNLS) equations arising from
Bose-Einstein condensation theory or nonlinear optics phenomena with saturation.

The paper is organized as follows. In Section 2, we establish some preliminaries related to the uncon-
strained problem. In Section 3 we give the Lagrange formulation of the problem (1) and a description
of the geometry of an auxiliary functional in a product space. Section 4 concerns with the Palais-Smale-
Pohozaev ((PSP) for short) condition and Section 5 is devoted to the construction of the deformation
argument under the (PSP) condition. Section 6 deals with our minimax procedure to detect the nor-
malized solutions by means of the Pohozaev’s mountain. Finally in Section 7 we derive the multiplicity
result of infinitely many normalized solutions when g is odd.
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2 The unconstrained problem in Hs(RN)

In this section we consider the unconstrained fractional equation





(−∆)su+ µu = f(u) in RN ,
u ∈ Hs(RN ),

u > 0,
(1)

where s ∈ (0, 1), N ≥ 2, µ > 0 is fixed and f satisfies the following assumptions

(f1) f : R → R continuous, f(t) = 0 for t ≤ 0 and limt→0
f(t)
t = 0;

(f2) lim sup|t|→∞
f(t)
|t|q = 0 where q ∈ (1, 1 + 4s

N−2s );

(f3) there exists t0 ∈ R, t0 > 0 such that F (t0) >
µ
2 t

2
0, where F (t) =

∫ t

0 f(τ)dτ .

Under the assumptions (f1)-(f2), it is standard to show that any weak solution of (1) is a critical point
of the C1 functional J : Hs(RN ) → R defined by

J(u) =
1

2

∫

RN

|(−∆)s/2u|2 dx+
µ

2

∫

RN

u2 dx−

∫

RN

F (u) dx.

In the celebrated paper [6], for the local case s = 1, Berestycki and Lions proved the existence of a
classical solution to (1), which is radially symmetric and has an exponentially decay, under the assumption
(f1)–(f3). These conditions are almost optimal for the existence of (1). The found solution is of least
energy among all nontrivial solutions. Indeed, when s = 1, in [28] Jeanjean and the third author proved
that the last energy solution is indeed a Mountain Pass (MP for short) solution. Successively Byeon,
Jeanjean, Maris [9] showed that every least energy solution of (1) is radially symmetric, up to translations.

For the nonlocal case s ∈ (0, 1), the equivalence between MP weak solution and least energy solution
is still a partially open problem.

We begin to recall that in the recent paper [8], Byeon, Kwon and Seok established the following
results.

Proposition 2.1 Suppose (f1)-(f2). Let u ∈ Hs(RN ) be a weak solution of the fractional equation (1).
Then u ∈ C1(RN ) if one of the following assumption holds:

(i) s ∈ (1/2, 1);

(ii) s ∈ (0, 1/2] and f ∈ C0,α
loc (R) for some α ∈ (1 − 2s, 1).

Proposition 2.2 Suppose (f1)–(f3) and

(f4) if s ∈ (0, 1/2], f ∈ C0,α
loc (R) for some α ∈ (1− 2s, 1).

Then every weak solution u ∈ Hs(RN ) of the fractional equation of (1) satisfies the Pohozaev identity

N − 2s

2

∫

RN

|(−∆)s/2u|2 dx+N

∫

RN

(µ
2
u2 − F (u)

)
dx = 0. (2)

We remark that the C1 regularity of the weak solution seems crucial for proving a Pohozaev type identity.
Under (f1)–(f3) we know [8] that each weak solution of (1) belongs to Hs(RN )∩Cβ(RN ) with β ∈ (0, 2s)
and thus it is not known if the Pohozaev identity holds when s ∈ (0, 1/2], without additional regularity
assumptions on the nonlinearity f .

In [8, Theorem 1.2], they also investigated the existence of MP weak solutions of (1). We recall that
a weak solution u is said of MP type if

J(u) = Cmp, (3)

where
Cmp = inf

γ∈Γ
max
t∈[0,1]

J(γ(t))

6



and
Γ =

{
γ(t) ∈ C

(
[0, 1], Hs(RN )

)
| γ(0) = 0, J(γ(1)) < 0

}
. (4)

As for s = 1, the functional J does not satisfies the Palais-Smale condition at level Cmp under the
assumptions (f1)–(f3), thus one can not directly apply the MP theorem. For the local case s = 1, any
weak solution is C1 and it satisfies the Pohozaev identity, so that one can reduce the search of MP
solutions to that of minimizers on the Pohozaev type constraint.

For the fractional case, this approach seems to work for s ∈ (1/2, 1), while requires additional regularity
on the nonlinearity if s ∈ (0, 1/2].

Conversely in [8], the authors established that every minimizer of J on the Pohozaev type constraint
corresponds to a MP weak solution and derived some radially symmetric properties of the minimizer
using a fractional version of the Polya-Szego inequality. Namely they introduce the Pohozaev functional
P : Hs(RN ) → R by setting

P(u) =
N − 2s

2

∫

RN

|(−∆)s/2u|2 +N

∫

RN

(µ
2
u2 − F (u)

)

and
P =

{
u ∈ Hs(RN ) \ {0} | P(u) = 0

}
,

Cpo = min
u∈P

I(u).

In [8, Theorem 1.2] they established the following result.

Theorem 2.3 Assume (f1)–(f3). Fix s ∈ (0, 1) and µ > 0. Then

(i) there exists a minimizer of J subject to P ;

(ii) every minimizer of J subject to P is a MP weak solution of (1);

(iii) every minimizer of J subject to P is radially symmetric up to a translation.

From Theorem 2.3 it follows that
Cmp = Cpo.

However the equivalence between Mountain Pass solutions and least energy solutions is shown for s ∈
(1/2, 1), while it is yet an open problem for s ∈ (0, 1/2] under the assumptions (f1)–(f3). In [8], this
equivalence is established under the same regularity assumption of Proposition 2.1, namely f ∈ C0,α(RN )
for some α ∈ (1 − 2s, 1). In the following sections, in contrast, we will show that under L2 constraint
least energy solutions have Mountain Pass characterization. See Proposition 6.4.

3 Lagrange formulation and geometry of I(λ, u)

We come back to the constrained case and we consider the Lagrange formulation of the problem (1) in
the space of radially symmetric functions Hs

r (R
N ). Namely, we seek for critical points of the functional

I : R×Hs
r (R

N ) → R defined in (3), i.e.

I(λ, u) =
1

2

∫

RN

|(−∆)s/2u|2 −

∫

RN

G(u) +
eλ

2
(‖u‖22 −m). (1)

Under the assumption (g1)–(g3), it is standard to prove that I is C1 in the product space R×Hs
r (R

N ).
It is immediate to recognize that for any m > 0

I(λ, u) = J (λ, u)−
eλ

2
m

where J : R×Hs
r (R

N ) → R is the C1 functional defined by

J (λ, u) =
1

2

∫

RN

|(−∆)s/2u|2 −

∫

RN

G(u) +
eλ

2

∫

RN

u2.

7



For a fixed λ ∈ R, u is critical point of J (λ, ·) means that u solves, in the weak sense,

{
(−∆)su+ eλu = g(u) in RN ,

u ∈ Hs
r (R

N ).
(2)

Inspired by the Pohozaev identity, for any s ∈ (0, 1) we also introduce the Pohozaev functional P :
R×Hs

r (R
N ) → R by setting

P(λ, u) =
N − 2s

2

∫

RN

|(−∆)s/2u|2 +N

∫

RN

(
eλ

2
u2 −G(u)

)
.

By Proposition 2.2, it follows that for any λ ∈ R, if u ∈ Hs
r (R

N ) solves (2), then P(λ, u) = 0 when
s ∈ (1/2, 1). A similar result for s ∈ (0, 1/2] is not known under (g1)–(g3).

Now set
Ω =

{
(λ, u) ∈ R×Hs

r (R
N ) | P(λ, u) > 0

}
∪
{
(λ, 0) | λ ∈ R

}
.

We note that for each λ ∈ R, P(λ, u) > 0 in a small neighbourhood of u = 0 except 0. Thus we have

∂Ω =
{
(λ, u) ∈ R×Hs

r (R
N ) | P(λ, u) = 0, u 6= 0

}
,

which we call the Pohozaev mountain for J (λ, u). We remark that (λ, u) ∈ ∂Ω if and only if u 6= 0 and
u satisfies the Pohozaev identity P(λ, u) = 0.

Set

µ0 = 2 sup
s∈R,s6=0

G(s)

s2
, (3)

we can deduce µ0 ∈ (0,∞] under the assumptions (g1)–(g3). In what follows, we denote

λ0 = logµ0, if µ0 ∈ (0,∞), (4)

otherwise λ0 = +∞.
Taking into account that

1 +
4s

N
< 1 +

4s

N − 2s
,

we deduce by Theorem 2.3 that for any λ ∈ (−∞, λ0) the functional

u 7→ J (λ, u); Hs
r (R

N ) → R

has a minimizer uλ subject to

(∂Ω)λ =
{
u ∈ Hs

r (R
N ) \ {0} | P(λ, u) = 0

}
,

namely
J (λ, uλ) = min

u∈(∂Ω)λ
J (λ, u). (5)

Furthermore by (ii) of Theorem 2.3 such uλ is a Mountain Pass critical point of J (λ, ·) at level a(λ), i.e.

J (λ, uλ) = a(λ)

where
a(λ) = inf

γ∈Γ(λ)
max
t∈[0,1]

J (λ, γ(t)) (6)

and
Γ(λ) =

{
γ ∈ C

(
[0, 1], Hs

r (R
N )

)
| γ(0) = 0, J (λ, γ(1)) < 0

}
. (7)

We notice that λ 7→ a(λ); (−∞, λ0) → R is strictly monotone increasing on R.

Lemma 3.1 Let λ ∈ R. Then the following statements are equivalent:

(a) λ < λ0.
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(b) There exists a t0 = t0(λ) > 0 such that

G(t0) >
eλ

2
|t0|

2.

(c) There exists u ∈ Hs
r (R

N ) \ {0} such that P(λ, u) = 0; in particular (∂Ω)λ 6= ∅.

(d) Γ(λ) 6= ∅, and thus a(λ) is well defined.

As further consequence, we see that ∂Ω 6= ∅. Finally, a(λ) > 0.

Proof. (a) ⇐⇒ (b). This is a straightforward consequence of the definition of λ0.
(b) =⇒ (c) Let u ∈ Hs

r (R
N ) to be fixed. We have, for t > 0,

P(λ, u(·/t)) =
N − 2s

2
tN−2s

∫

RN

|(−∆)s/2u|2 −NtN
∫

RN

(
G(u)−

eλ

2
u2

)
.

We notice that P(λ, u(·/t)) > 0 for small t > 0. In order to get a t̄ such that P(λ, u(·/t̄)) = 0 we need
the quantity ∫

RN

(
G(u)−

eλ

2
u2

)

to be positive. For any R > 0 we choose a smooth u = uR ∈ C∞
c such that uR = t0 in BR(0) and uR = 0

out of BR+ 1

RN
(0), 0 ≤ uR ≤ t0. We set

C = sup
t∈[0,t0]

∣∣∣G(t) − eλ

2 |t|2
∣∣∣ < +∞.

Then
∫

RN

(
G(uR)−

eλ

2
u2R

)

=

∫

B
R+ 1

RN
\BR

(
G(uR)−

eλ

2
u2R

)
+

∫

BR

(
G(uR)−

eλ

2
u2R

)

≥ −C|BR+ 1

RN
\BR|+ |BR|

(
G(t0)−

eλ

2
|t0|

2

)
→ +∞

and in particular it is positive for a sufficiently large R.
(c) =⇒ (d). Let u ∈ Hs

r (R
N ), u 6≡ 0 such that P(λ, u) = 0. We define γ(t) = u(·/t) for t 6= 0 and

γ(0) = 0, so that γ : [0,∞) → Hs
r (R

N ) is continuous. We have

J (λ, γ(t)) =
1

2
tN−2s

∫

RN

|(−∆)s/2u|2 − tN
∫

RN

(
G(u)−

eλ

2
u2

)
.

Noting
∫
RN

(
G(u)− eλ

2 u
2
)
> 0 by P(λ, u) = 0, we have J (λ, γ(t)) → −∞ as t→ ∞ and thus Γ(λ) 6= ∅.

(d) =⇒ (b). If γ ∈ Γ(λ), then J (λ, γ(1)) < 0, thus

∫

RN

(
G(γ(1))−

eλ

2
γ(1)2

)
> 0,

which implies that there exists an x0 ∈ RN such that

G(γ(1)(x0))−
eλ

2
γ(1)2(x0) > 0.

The claim comes setting t0 = γ(1)(x0).
Finally, by Theorem 2.3, there exists a Pohozaev minimum uλ which is also a Mountain Pass solution,

thus J (λ, uλ) = a(λ), DuJ (λ, uλ) = 0 and P(λ, uλ) = 0, which imply

a(λ) =
s

N
‖(−∆)s/2uλ‖

2
2 > 0.

9



Remark 3.2 Assume λ0 < +∞. We observe that, in this case, for λ ≥ λ0 we have P(λ, u) ≥ 0 and
J (λ, u) ≥ 0 for each u, both strictly positive for u 6≡ 0. This means that [λ0,+∞)×Hr

s (R
N ) ⊂ Ω.

Proposition 3.3 Assume (g1)–(g3) and λ0 ∈ R. We have

(a) if (λ, u) ∈ ∂Ω for some u ∈ Hs
r (R

N ), then λ < λ0.

(b) limλ→λ−

0
a(λ) = +∞.

Proof. Let (λ, u) ∈ ∂Ω, namely P(λ, u) = 0 and u 6= 0. This implies that for some x ∈ RN

G(u(x)) −
eλ

2
u(x)2 > 0

and thus λ < λ0 and (a) holds.
Now we show point (b). Let λ < λ0; by contradiction, since by Lemma 3.1 a(λ) is increasing

and strictly positive, we assume that a(λ) → c ∈ (0,+∞) as λ → λ−0 , from which we deduce that
‖(−∆)s/2uλ‖2 is bounded. Moreover, for any fixed δ > 0 there exists a suitable Cδ > 0 such that

G(s) ≤ δ|s|2 + Cδ|s|
p+1,

where we recall that p = 1 + 4s
N .

Thus we have by the fractional Gagliardo-Nirenberg inequality [36] (see also [5]) and the fact that
‖(−∆)s/2uλ‖2 is bounded,

0 =
1

N
P(λ, uλ) ≥

N − 2s

2N
‖(−∆)s/2uλ‖

2
2 +

(
eλ

2
− δ

)
‖uλ‖

2
2 − Cδ‖uλ‖

p+1
p+1

≥
N − 2s

2N
‖(−∆)s/2uλ‖

2
2 +

(
eλ

2
− δ

)
‖uλ‖

2
2 − C′Cδ‖(−∆)s/2uλ‖

2
2‖uλ‖

p−1
2

≥

(
eλ

2
− δ

)
‖uλ‖

2
2 − C′′Cδ‖uλ‖

4s
N
2

for some C′, C′′ > 0. By choosing δ < eλ

2 , since 4s
N < 2, also ‖uλ‖2 must be bounded, which means

that (uλ)λ<λ0 is bounded in Hs
r (R

N ). Hence, up to a subsequence, uλ ⇀ u0 in Hs
r (R

N ). By Lemma
1.1 and taking into account that ∂uJ (λ, uλ) = 0, we deduce that uλ → u0 strongly in Hs

r (R
N ) with

J (λ0, u0) = c, ∂uJ (λ0, u0) = 0, P(λ0, u0) = 0. Since c > 0, we have u0 6= 0. By P(λ0, u0) = 0, we
conclude

G(u0(x))−
eλ0

2
u0(x)

2 > 0

for some x ∈ RN , which contradicts the definition of λ0.

In the next result, we consider the case λ0 = +∞ and we investigate the behaviour of a(λ) for λ large.

Proposition 3.4 Assume that λ0 = +∞. Then

lim
λ→+∞

a(λ)

eλ
= +∞.

Proof. By (g1)-(g2) we have that for any δ > 0 there exists Cδ > 0 such that for all s ∈ R

|g(s)| ≤ δ|s|p + Cδ|s|, (8)

|G(s)| ≤
δ

p+ 1
|s|p+1 +

Cδ

2
|s|2, (9)

where p = 1 + 4s/N . We also denote by b(δ) the MP value of Hδ : H
s
r (R

N ) → R defined by

Hδ(v) =
1

2
‖(−∆)s/2v‖22 +

1

2
‖v‖22 −

δ

p+ 1
‖v‖p+1

p+1.
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It is easy to see that
b(δ) → +∞ as δ → 0+.

For v ∈ Hs
r (R

N ) \ {0}, we set
uθ(x) = θN/2v(θx),

and for simplicity we write µ = eλ and J (µ, ·) = J (λ, ·). By (9), we pass to evaluate

J (µ, uθ) ≥ θ2s
(
1

2
‖(−∆)s/2v‖22 +

1

2
(µ− Cδ)θ

−2s‖v‖22 −
δ

p+ 1
‖v‖p+1

p+1

)
.

Setting θ = (µ− Cδ)
1/2s for µ > Cδ, we have

J (µ, u(µ−Cδ)1/2s) ≥ (µ− Cδ)Hδ(v) (10)

and hence
J (µ, u(µ−Cδ)1/2s)

µ
≥
µ− Cδ

µ
Hδ(v). (11)

Thus we have
a(µ)

µ
≥
µ− Cδ

µ
b(δ); (12)

since δ > 0 is arbitrary, we derive

lim
µ→+∞

a(µ)

µ
= +∞.

Proposition 3.5 Assume (g4) in addition to (g1)–(g3). Then

lim
λ→−∞

a(λ)

eλ
= 0. (13)

Proof. We fix u ∈ Hs
r (R

N )∩L∞(RN ) with ‖u‖∞ = 1. Set p = 1+ 4s
N , there exists Mr > 0 such that for

all r ∈ (0, 1]

G(ru(x)) ≥
Mr

p+ 1
rp+1|u(x)|p+1, ∀x ∈ RN

with
Mr → +∞ as r → 0.

We write again µ = eλ for the sake of simplicity. Therefore for t > 0 we have

J (µ, ru(x/t)) ≤
1

2
r2tN−2s‖(−∆)s/2u‖22 +

µ

2
r2tN‖u‖22 −

Mr

p+ 1
rp+1tN‖u‖p+1

p+1

= r2µ−N−2s
2s

(
1

2
tN−2sµ

N−2s
2s ‖(−∆)s/2u‖22 +

1

2
µ

N
2s tN‖u‖22 −

Mr

p+ 1
r

4s
N µ

N−2s
2s tN‖u‖p+1

p+1

)

= r2µ−N−2s
2s

(
1

2
τN−2s‖(−∆)s/2u‖22 +

1

2
τN‖u‖22 −

Mr

p+ 1
r

4s
N µ−1τN‖u‖p+1

p+1

)

after setting τ = µ
1
2s t. Moreover choosing r = µ

N
4s we infer

J
(
µ, µ

N
4su(·/(µ−1/(2s)τ))

)

≤ µ

(
1

2
τN−2s‖(−∆)s/2u‖22 +

1

2
τN‖u‖22 −

MµN/(4s)

p+ 1
τN‖u‖p+1

p+1

)
.

For µ ∈ (0, 1), the map

τ 7→ µ
N
4su(·/µ−1/(2s)τ); (0,∞) → Hs

r (R
N )

can be regarded as a path in Γ(λ) after rescaling. Thus

a(µ)

µ
≤ max

τ∈[0,∞)

(
1

2
‖(−∆)s/2u‖22τ

N−2s +
1

2
‖u‖22τ

N −
MµN/(4s)

p+ 1
‖u‖p+1

p+1τ
N

)
.

Since MµN/(4s) → ∞ as µ→ 0, we derive the conclusion.
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Proposition 3.6 Assume (g1)–(g3). Then we have

(a) J (λ, u) ≥ 0 for all (λ, u) ∈ Ω;

(b) J (λ, u) ≥ a(λ) > 0 for all (λ, u) ∈ ∂Ω.

Proof. We notice that for all (λ, u) ∈ Ω

J (λ, u) ≥ J (λ, u)−
P(λ, u)

N
=

s

N
‖(−∆)s/2u‖22 ≥ 0

and thus (a) follows.
The proposition (b) follows from the fact that every minimizer of J (λ, ·) subject to (∂Ω)λ is a mountain

pass weak solution of (1) at level a(λ) (see (ii) of Theorem 2.3).

We are ready to show that for any m > 0 the functional I is bounded from below on the Pohozaev
set ∂Ω.

Proposition 3.7 Assume (g1)–(g3). For any m > 0, we set

Bm = inf
λ<λ0

(
a(λ)−

eλ

2
m

)

and
B′

m = inf
(λ,u)∈∂Ω

I(λ, u).

Then
B′

m ≥ Bm > −∞. (14)

Proof. Let m > 0. If (λ, u) ∈ ∂Ω, by (b) of Proposition 3.6 we have

I(λ, u) = J (λ, u)−
eλ

2
m ≥ a(λ) −

eλ

2
m;

since, by (a) of Proposition 3.3 it results that λ < λ0, we have, passing to the infimum,

B′
m ≥ Bm.

We distinguish now two cases. Firstly we assume λ0 ∈ R. From (b) of Proposition 3.3 we have a(λ) → +∞

as λ→ λ−0 , and thus we conclude

inf
λ<λ0

(
a(λ)−

eλ

2
m

)
> −∞.

Secondly, we suppose that λ0 = +∞. We have

a(λ)−
eλ

2
m = eλ

(
a(λ)

eλ
−
m

2

)

and thus, by Proposition 3.4

inf
λ∈R

(
a(λ) −

eλ

2
m

)
> −∞.

4 Palais-Smale-Pohozaev condition

Firstly we introduce the notations:

Kb =
{
(λ, u) ∈ R×Hs

r (R
N ) | I(λ, u) = b, ∂λI(λ, u) = 0, ∂uI(λ, u) = 0

}
,

KPSP
b =

{
(λ, u) ∈ R×Hs

r (R
N ) | (λ, u) ∈ Kb, P(λ, u) = 0

}
.

Clearly, we have KPSP
b ⊂ Kb. We note that for the definition of KPSP

b we do not need additional
regularity about g.
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Under the assumptions (g1)–(g3), it seems difficult to verify the standard Palais-Smale condition for
the functional I. Therefore we cannot recognize that the set Kb is compact.

Inspired [21, 25], we introduce the Palais-Smale-Pohozaev (shortly (PSP)) condition, which is a weaker
compactness condition than the standard Palais-Smale one. Such (PSP) condition takes into account the
scaling properties of I through the Pohozaev functional P . Using this new condition we will show that
KPSP

b is compact when b < 0.

4.1 (PSP) condition

We give the definition of (PSP) condition in the radial setting.

Definition 4.1 For b ∈ R, we say that I satisfies the Palais-Smale-Pohozaev condition at level b (shortly
the (PSP )b condition), if for any sequence (λn, un) ⊂ R×Hs

r (R
N ) such that

I(λn, un) → b, (1)

∂λI(λn, un) → 0, (2)

‖∂uI(λn, un)‖(Hs
r (R

N ))∗ → 0, (3)

P(λn, un) → 0, (4)

it happens that (λn, un) has a strongly convergent subsequence in R×Hs
r (R

N ).

We will show the following result.

Proposition 4.2 Assume (g1)–(g3). Let b ∈ R, b < 0. Then I satisfies the (PSP )b condition on
R×Hs

r (R
N ).

Proof. Let b ∈ R, b < 0 and suppose that (λn, un) ⊂ R×Hs
r (R

N ) satisfies (1)–(4). We will show that
(λn, un) has a strongly convergent subsequence in several steps.

Step 1: λn is bounded from below. Indeed

m

2
eλn =

1

N
P(λn, un)− I(λn, un) +

s

N
‖(−∆)s/2un‖

2
2

≥
1

N
P(λn, un)− I(λn, un)

hence
m

2
lim inf

n
eλn ≥ 0− b > 0,

which implies (since m > 0) that λn is bounded from below.
Step 2: ‖un‖22 → m. Indeed we have

∂λI(λn, un) =
eλn

2

(
‖un‖

2
2 −m

)
→ 0,

which implies the claim by Step 1.
Step 3: ‖(−∆)s/2un‖22 and λn are bounded (from above) as n → +∞. Indeed, by (8) and the

fractional Gagliardo-Nirenberg inequality [36] we have

|∂uI(λn, un)un| ≥ ‖(−∆)s/2un‖
2
2 + eλn‖un‖

2
2 −

∫

RN

|g(un)un|

≥ ‖(−∆)s/2un‖
2
2 +

(
eλn − Cδ

)
‖un‖

2
2 − δ‖un‖

p+1
p+1

≥ ‖(−∆)s/2un‖
2
2 +

(
eλn − Cδ

)
‖un‖

2
2 − δC‖(−∆)s/2un‖

2
2‖un‖

p−1
2 ;

moreover

|∂uI(λn, un)un| ≤ ‖∂uI(λn, un)‖(Hs
r (R

N ))∗‖un‖Hs
r (R

N )

= ‖∂uI(λn, un)‖(Hs
r (R

N ))∗

√
‖(−∆)s/2un‖22 + ‖un‖22.
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Set εn = ‖∂uI(λn, un)‖(Hs
r (R

N ))∗ and (by Step 2) ‖un‖22 = m+ o(1), we finally have, joining the previous
two inequalities, that

‖(−∆)s/2un‖
2
2

(
1− δC(m+ o(1))

p−1
2

)
+
(
eλn − Cδ

)
(m+ o(1))

≤ εn

√
‖(−∆)s/2un‖22 +m+ o(1).

Choosing δ > 0 small so that δCm
p−1
2 < 1, we obtain the claim.

Step 4: Conclusion. By Steps 1-3, we have that (λn, un) is bounded in R×Hs
r (R

N ). Hence, up to a
subsequence, λn → λ and un ⇀ u in Hs

r (R
N ). Therefore, we obtain

∫

RN

g(un)un →

∫

RN

g(u)u and

∫

RN

g(un)u→

∫

RN

g(u)u.

Again by the assumption ∂uI(λn, un) → 0 we obtain

0 = lim
n
∂uI(λn, un)u

= lim
n

(∫

RN

(−∆)s/2un(−∆)s/2u+ eλn

∫

RN

unu−

∫

RN

g(un)u

)

= ‖(−∆)s/2u‖22 + eλ‖u‖22 −

∫

RN

g(u)u. (5)

Since ∂uI(λn, un) → 0 and un ⇀ u, we have ∂uI(λn, un)un → 0; thus

0 = lim
n
∂uI(λn, un)un

= lim
n

(
‖(−∆)s/2un‖

2
2 + eλn‖un‖

2
2 −

∫

RN

g(un)un

)

= lim
n

(
‖(−∆)s/2un‖

2
2 + eλn‖un‖

2
2

)
−

∫

RN

g(u)u (6)

and hence, joining (5) and (6),

‖(−∆)s/2un‖
2
2 + eλn‖un‖

2
2 → ‖(−∆)s/2u‖22 + eλ‖u‖22,

which easily implies (since eλn → eλ and ‖un‖22 is bounded)

‖un‖
2
λ → ‖u‖2λ,

where ‖ · ‖2λ = ‖(−∆)s/2 · ‖2 + eλ‖ · ‖22 is an equivalent norm on Hs
r (R

N ). This, together with un ⇀ u in
Hs

r (R
N ) and the fact that Hs

r (R
N ) is a Hilbert space, gives un → u strongly in Hs

r (R
N ).

Corollary 4.3 Assume (g1)–(g3). Let b ∈ R, b < 0. Then KPSP
b ∩ (R×{0}) = ∅ and KPSP

b is compact.

Proof. Since ∂λI(λ, 0) = − eλ

2m 6= 0, we have KPSP
b ∩ (R× {0}) = ∅. Proposition 4.2 implies that KPSP

b

is compact.

Remark 4.4 We emphasize that the (PSP )b condition does not hold at level b = 0. Indeed we can
consider the unbounded sequence (λj , 0) with λj → −∞ such that

I(λj , 0) = ∂λI(λj , 0) = −
eλj

2
m→ 0

and
∂uI(λj , 0) = 0, P(λj , 0) = 0.
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4.2 An augmented functional

Following [27, 20, 21] we introduce the augmented functional H : R× R×Hs
r (R

N ) → R

H(θ, λ, u) = I(λ, u(e−θ·)). (7)

By the scaling properties of I we can recognize that

H(θ, λ, u) =
e(N−2s)θ

2

∫

RN

|(−∆)s/2u|2 − eNθ

∫

RN

G(u) +
eλ

2

(
eNθ‖u‖22 −m

)
(8)

for all (θ, λ, u) ∈ R× R×Hs
r (R

N ).
Moreover, by standard calculations we have the following proposition.

Proposition 4.5 For all (θ, λ, u) ∈ R× R×Hs
r (R

N ), h ∈ Hs
r (R

N ), β ∈ R, we have

(i) ∂θH(θ, λ, u) = P(λ, u(x/eθ)),

(ii) ∂λH(θ, λ, u) = ∂λI(λ, u(x/eθ)),

(iii) ∂uH(θ, λ, u)h(x) = ∂uI(λ, u(x/eθ))h(x/eθ),

(iv) H(θ + β, λ, u(eβx)) = H(θ, λ, u).

Now we define a metric on the Hilbert manifold

M = R× R×Hs
r (R

N )

by setting

‖(α, ν, h)‖2(θ,λ,u) = |
(
α, ν, ‖h(e−θ·)‖Hs

r (R
N )

)
|2

= α2 + ν2 + eNθ‖h‖22 + e(N−2s)θ‖(−∆)s/2h‖22

for any (α, ν, h) ∈ T(θ,λ,u)M = R × R × Hs
r (R

N ). We also denote the dual norm on T ∗
(θ,λ,u)M by

‖ · ‖(θ,λ,u),∗. We notice that ‖(·, ·, ·)‖2(θ,λ,u) depends only on θ and we can write ‖(·, ·, ·)‖2(θ,·,·). Moreover

for any (α, ν, h) ∈ T(θ,λ,u)M and β ∈ R we have

‖(α, ν, h(eβx))‖
2

(θ+β,·,·) = ‖(α, ν, h)‖2(θ,·,·). (9)

Furthermore we define the standard distance between two points as the infimum of length of curves
connecting the two points, namely

distM
(
(θ0, λ0, h0), (θ1, λ1, h1)

)
= inf

γ∈G

∫ 1

0

‖γ̇(t)‖γ(t)dt

where G =
{
γ ∈ C1([0, 1],M)

∣∣γ(0) = (θ0, λ0, h0), γ(1) = (θ1, λ1, h1)
}
.

Observe that, if σ is a path connecting (α0, ν0, h0) and (α1, ν1, h1), then by (9) σ̃(t) = (σ1(t) +
β, σ2(t), (σ3(t))(e

β ·)) is a path connecting (α0+β, ν0, h0(e
β ·)) and (α1+β, ν1, h1(e

β·)) with same length,
and hence

distM
(
(α0, ν0, h0), (α1, ν1, h1)

)
= distM

(
(α0 + β, ν0, h0(e

β ·)), (α1 + β, ν1, h1(e
β ·))

)
. (10)

Denote now D = (∂θ, ∂λ, ∂u) the gradient with respect to all the variables; a direct computation shows
that

DH(θ, λ, u)(α, ν, h) = P(λ, u(e−θ·))α+ ∂λI(λ, u(e
−θ·))ν + ∂uI(λ, u(e

−θ·))h(e−θ·)

and thus we obtain

‖DH(θ, λ, u)‖2(θ,λ,u),∗

=
∣∣(P(λ, u(e−θ·)), ∂λI(λ, u(e

−θ·)), ‖∂uI(λ, u(e
−θ·))‖(Hs

r (R
N ))∗

)∣∣2

= |P(λ, u(e−θ·))|2 + |∂λI(λ, u(e
−θ·))|2 + ‖∂uI(λ, u(e

−θ·))‖2(Hs
r (R

N ))∗ .

15



Now defined
K̃b =

{
(θ, λ, u) ∈M | H(θ, λ, u) = b, DH(θ, λ, u) = 0

}

the set of critical points at level b of H, we deduce

K̃b =
{
(θ, λ, u(eθ·)) | (λ, u) ∈ KPSP

b , θ ∈ R
}
. (11)

Proposition 4.6 Assume (g1)–(g3). Let b ∈ R, b < 0. Then the functional H satisfies the following

Palais Smale type condition (P̃ SP )b. That is, for each sequence (θn, λn, un) such that

H(θn, λn, un) → b,

‖DH(θn, λn, un)‖(θn,λn,un),∗ → 0,

we have, up to a subsequence,
distM ((θn, λn, un), K̃b) → 0.

We note that (P̃ SP )b condition is different from the standard Palais-Smale condition and it ensures the
compactness of (θn, λn, un) after a suitable scaling. We also highlight that, if K̃b 6= ∅, then K̃b is not
compact (see (11)).

Proof. Let (θn, λn, un) as in (P̃ SP )b. Then set ûn(x) = un(e
−θnx) we have

P(λn, ûn) → 0,

∂λI(λn, ûn) → 0,

‖∂uI(λn, ûn)‖(Hs
r (R

N ))∗ → 0,

and thus by Proposition 4.2 the sequence (λn, ûn) is convergent (up to subsequences) to a (λ, û) ∈ KPSP
b .

Observe that, for each n, set vn(x) = û(eθnx), we have (θn, λ, vn) ∈ K̃b. Therefore by (10)

distM ((θn, λn, un), K̃b) ≤ distM ((θn, λn, un), (θn, λ, vn))

= distM ((0, λn, ûn), (0, λ, û))

≤
√
|λn − λ|2 + ‖ûn − û‖2

Hs
r (R

N )
→ 0,

which reaches the claim.

Notation. We use the following notation: for Ã ⊂M and ρ > 0 we set

Ñρ(Ã) = {(θ, λ, u) ∈M | distM ((θ, λ, u), Ã) < ρ},

while for A ⊂ R×Hs
r (R

N ) and R > 0 we set

NR(A) = {(λ, u) ∈ R×Hs
r (R

N ) | d((λ, u), A) < R},

where
d((λ, u), (λ′, u′)) = (|λ− λ′|2 + ‖u− u′‖2Hs

r
)1/2.

We also write for −∞ < a < b <∞

Ib = {(λ, u) ∈ R×Hs
r (R

N ) | I(λ, u) ≤ b},

Ib
a = {(λ, u) ∈ R×Hs

r (R
N ) | a ≤ I(λ, u) ≤ b},

Hb = {(θ, λ, u) ∈M | H(θ, λ, u) ≤ b},

Hb
a = {(θ, λ, u) ∈M | a ≤ H(θ, λ, u) ≤ b}.

Using these notation, as a corollary to Proposition 4.6, we have

Corollary 4.7 For any ρ > 0 there exists a δρ > 0 such that

∀ (θ, λ, u) ∈ H
b+δρ
b−δρ

\ Ñρ(K̃b) : ‖DH(θ, λ, u)‖(θ,λ,u),∗ > δρ. (12)

Here, if K̃b = ∅, we regard Ñρ(K̃b) = ∅.
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5 Construction of a deformation flow

Arguing as in Proposition 6.2 in [21] (see also [25]), we aim to prove the following Deformation Theorem
in the fractional framework.

Theorem 5.1 Let b < 0, and assume KPSP
b = ∅. Let ε̄ > 0, then there exist ε ∈ (0, ε̄) and η :

[0, 1]× (R×Hs
r (R

N )) → R×Hs
r (R

N ) continuous such that

1. η(0, ·, ·) = idR×Hs
r (R

N );

2. η fixes Ib−ε̄, that is, η(t, ·, ·) = idIb−ε̄ for all t ∈ [0, 1];

3. I is non-increasing along η, and in particular I(η(t, ·, ·)) ≤ I(·, ·) for all t ∈ [0, 1];

4. η(1, Ib+ε) ⊂ Ib−ε.

We omit the proof of the Theorem since it will be very similar to the one made in the case of multiplicity
(see Theorem 7.1). We remark that this deformation flow is not C1 and it does not satisfy the two
properties of the standard deformation flow, in general:

(1) η(s+ t, λ, u) = η(t, η(s, λ, u)) with s+ t ∈ [0, 1], (λ, u) ∈ R×Hs
r (R

N );

(2) for t ∈ [0, 1], the map (λ, u) 7→ η(t, λ, u) is a homeomorphism.

We refer to Remark 3.2 in [21].
We also stress that the deformation argument in Theorem 5.1 works for KPSP

b but not for Kb and
thus, if KPSP

b = ∅, then we have the statement (4) in Theorem 5.1 even if Kb 6= ∅. We derive the
following corollary (see also Corollary 6.3).

Corollary 5.2 . Let b̄ < 0 be a MP minimax value for I. Then KPSP
b̄

6= ∅, that is, I has a critical

point (λ̄, ū) satisfying the Pohozaev identity, namely P(λ̄, ū) = 0.

6 Minimax critical points in the product space

For any m > 0, let Bm and B′
m be the constants defined in Proposition 3.7, namely

Bm = inf
λ<λ0

(
a(λ)−

eλ

2
m

)
, B′

m = inf
(λ,u)∈∂Ω

I(λ, u).

As a minimax class for I(λ, u), we define

Γm =
{
ξ ∈ C

(
[0, 1],R×Hs

r (R
N )

)
| ξ(0) ∈ R× {0}, I(ξ(0)) ≤ Bm − 1,

ξ(1) 6∈ Ω, I(ξ(1)) ≤ Bm − 1
}
.

We have the following result.

Proposition 6.1 Assume (g1)–(g3).

(i) For any m > 0, we have Γm 6= ∅.

(ii) For sufficiently large m > 0 there exists ξ ∈ Γm such that

max
t∈[0,1]

I(ξ(t)) < 0. (1)

(iii) Assume (g4). Then for any m > 0 there exists ξ ∈ Γm with the property (1).
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Proof. Let λ0 ∈ (−∞,∞] be defined in (4). For any λ < λ0 we show there exists a path ψλ ∈ Γm such
that

max
t∈[0,1]

I(ψλ(t)) ≤ a(λ) −
eλ

2
m. (2)

Let uλ be a MP solution of ∂uJ (λ, u) = 0 (by Theorem 2.3). Set ζλ(t) = uλ(·/t) for t > 0 and ζλ(0) = 0
and note that, since uλ satisfies the Pohozaev identity, we have I(λ, ζλ(t)) → −∞ and P(λ, ζλ(t)) → −∞
as t→ +∞. We can find γλ = ζλ(L·) for L≫ 1 satisfying

a(λ) = max
t∈[0,1]

J (λ, γλ(t)),

I(λ, γλ(1)) ≤ Bm − 1, γλ(1) /∈ Ω.

We also note that t 7→ I(t, 0) = − et

2 m is decreasing and tending to −∞ as t → +∞. Thus, joining γλ
and t 7→ (λ+ Lt, 0); [0, 1] → R×Hs

r (R
N ) for L≫ 1, we find a path ψλ ∈ Γm, defined as

ψλ(t) =

{
(λ+ L(1− 2t), 0) if t ∈ [0, 1/2],

(λ, γλ(2t− 1)) if t ∈ (1/2, 1]

with (2). Thus in particular we have (i).
Next we deal with (ii) and (iii). By (2), we have that (ii) follows easily; (iii) also follows from

Proposition 3.5.

We notice that each path in Γm passes through ∂Ω, thus the minimax value

bm = inf
ξ∈Γm

max
t∈[0,1]

I(ξ(t)) (3)

verifies bm ≥ B′
m and hence by Proposition 3.7 it is well-defined and finite. Since Palais-Smale-Pohozaev

condition holds on (−∞, 0), it is important to estimate bm. We have the following result.

Proposition 6.2 Assume (g1)–(g3).

(i) There exists m0 > 0 such that
bm < 0 for m > m0.

(ii) Assume (g4) in addition, then m0 = 0, that is,

bm < 0 for all m > 0.

(iii) We have bm = B′
m = Bm.

Proof. By (2), we have

bm ≤ a(λ) −
eλ

2
m

= eλ
(
a(λ)

eλ
−
m

2

)
for all λ < λ0. (4)

Setting

m0 = 2 inf
λ<λ0

a(λ)

eλ
≥ 0,

we have bm < 0 for m > m0. Thus we have (i). By Proposition 3.5, we have m0 = 0 under the assumption
(g4) and thus we have (ii).

Finally, from (4) it follows bm ≤ Bm. As already observed bm ≥ B′
m ≥ Bm, from which we deduce

(iii).

By Proposition 6.2 and Corollary 5.2 we conclude that the level bm, defined in (3), is a critical value
of I in the product space R×Hs

r (R
N ) and thus Theorem 1.2 and Theorem 1.3 hold.
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Corollary 6.3 Let m > m0. Then there exists a solution of problem (1) which satisfies the Pohozaev
identity. If moreover (g4) holds, then there exists a solution of (1) for each m > 0.

Proof. Let ε̄ ∈ (0, 1). By Theorem 5.1, in correspondence to bm < 0, there exists ε ∈ (0, ε̄) and η
satisfying 1)− 4). By definition of inf, there exists γ ∈ Γm such that

max
t∈[0,1]

I(γ(t)) < bm + ε,

that is
γ([0, 1]) ⊂ Ibm+ε. (5)

Set
γ̃(t) = η(1, γ(t)),

we show that γ̃ ∈ Γm. Indeed for i ∈ {0, 1}, since I(γ(i)) ≤ Bm − 1 ≤ bm − ε̄, Theorem 5.1 implies that
γ̃(i) = η(1, γ(i)) = γ(i) ∈ Ibm−ε̄, and thus γ̃(0) = γ(0) ∈ R× {0}, γ̃(1) = γ(1) 6∈ Ω. Therefore

bm ≤ max
t∈[0,1]

I(γ̃(t)). (6)

By contradiction, assume KPSP
bm

= ∅. By the properties of η and (5) we obtain that γ̃([0, 1]) =

η(1, γ([0, 1])) ⊂ Ibm−ε, that is
max
t∈[0,1]

I(η(1, γ(t))) ≤ bm − ε.

This is in contradiction with (6), and we conclude the proof.

In Theorems 1.2 and 1.3 we find solutions via mountain pass minimax methods. We remark that
these solutions are characterized as minimizers of the functional L on Sm, where L : Hs

r (R
N ) → R is

defined by

L(u) =
1

2
‖(−∆)s/2u‖22 −

∫

RN

G(u)

and Sm is the L2-sphere in HS
r (R

N ), i.e.

Sm = {u ∈ Hs
r (R

N ) | ‖u‖22 = m}.

Setting
κm = inf

u∈Sm

L(u),

we have the following result.

Proposition 6.4 Under the assumption of Theorem 1.2, we have for m > m0,

(i) −∞ < κm < 0 and κm is attained.

(ii) κm = bm, where bm is defined in (3).

Moreover, in the assumption of Theorem 1.3, m0 = 0.

Proof.

Step 1: κm > −∞ and κm < 0 for m > m0.

By (g1)-(g2), for any δ > 0 there exists Cδ > 0 such that

L(u) ≥
1

2
‖(−∆)s/2u‖22 −

δ

p+ 1
‖u‖p+1

p+1 − Cδ‖u‖
2
2.

By the fractional Gagliardo-Nirenberg inequality we have, for u ∈ Sm

L(u) ≥ 1
2‖(−∆)s/2u‖22 −

Cδ
p+1‖(−∆)s/2u‖22‖u‖

p−1
2 − Cδ‖u‖22

=
(

1
2 − Cδ

p+1m
p−1
2

)
‖(−∆)s/2u‖22 − Cδm.
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Choosing δ > 0 small so that 1
2 − Cδ

p+1m
p−1
2 > 0, we have κm ≥ −Cδm > −∞.

Since the solution u∗ ∈ Sm obtained in Theorem 1.2 satisfies

0 > bm = L(u∗) ≥ κm,

we have κm < 0 for m > m0.

Step 2: For m > m0, κm is attained.

To show the existence of a minimizer of L on Sm, we use a linear action Φ : R → L(Hs
r (R

N )) defined by

(Φθv)(x) = e
N
2 θv(eθx).

We note that Sm is invariant under Φθ, that is, Φθ(Sm) = Sm. Let

N = R× Sm

and on the tangent bundle TN = R× TSm =
∐

(θ,u)∈N(R× TuSm) we introduce a C2-metric

‖(κ, v)‖(θ,u) =
(
κ2 + ‖Φθv‖

2
Hs(RN )

)1/2

for all (θ, u) ∈ N and (κ, v) ∈ TN . We also introduce L̂ : N → R by

L̂(θ, u) = L(Φθu) =
1

2
e2sθ‖(−∆)s/2u‖22 − e−Nθ

∫

RN

G(e
N
2 θu).

We note that
inf

(θ,u)∈N
L̂(θ, u) = κm.

Since κm ∈ R by Step 1, applying Ekeland’s principle, there exists a sequence (θj , uj)
∞
j=1 ⊂ N such that

L̂(θj , uj) → κm,

‖DL̂(θj , uj)‖T∗

(θj ,uj)
N → 0.

That is, noting TuSm =
{
v ∈ Hs

r (R
N ) |

∫
RN uv = 0

}
,

∂θL̂(θj , uj) → 0,

‖∂uL̂(θj , uj)‖T∗

uj
Sm = supv∈Tuj

Sm, ‖Φθj
v‖

Hs(RN )
≤1 |∂uL̂(θj , uj)v| → 0.

Setting ûj = Φθjuj, we thus have

‖ûj‖
2
2 = m, (7)

L(ûj) =
1
2‖(−∆)s/2ûj‖22 −

∫
RN G(ûj) → κm, (8)

s‖(−∆)s/2ûj‖
2
2 +N

∫
RN G(ûj)−

N
2

∫
RN g(ûj)ûj → 0 (9)

and for a suitable µj ∈ R

L′(ûj)v̂ + µj

∫

RN

ûj v̂ = o(1)‖v̂‖Hs(RN ) for all v̂ ∈ Hs
r (R

N ). (10)

By using (8) and arguing as in Step 1 we see that ûj is bounded in Hs
r (R

N ). Thus, choosing v̂ = ûj in
(10), we have

‖(−∆)s/2ûj‖
2
2 −

∫

RN

g(ûj)ûj + µjm = o(1),

which, joined to (9), gives

(
1−

2s

N

)
‖(−∆)s/2ûj‖

2
2 − 2

∫

RN

G(ûj) + µjm = o(1),

20



that is

−
2s

N
‖(−∆)s/2ûj‖

2
2 + 2L(ûj) + µjm = o(1).

Thus, by (8),

µj ≥ −
2κm
m

+ o(1)

which implies, by Step 1, that µj > 0 for j large and hence we can write µj = eλ̂j for some λ̂j ∈ R.

Relations (7)–(10) imply that (λ̂j , ûj) satisfies (1)–(4) with b = κm < 0. Thanks to Proposition 4.2,

(λ̂j , ûj) has a strongly convergent subsequence to some (λ̂∗, û∗) ∈ N , which shows the existence of a
minimizer û∗. Thus (i) is proved.

Step 3: For m > m0, κm = bm.

In Step 1, we showed bm ≥ κm. On the other hand by the argument in Step 2, for the minimizer û∗ of L
on Sm, there exists λ̂∗ ∈ R such that

I(λ̂∗, û∗) = κm, ∂uI(λ̂∗, û∗) = 0,

∂λI(λ̂∗, û∗) = 0, P(λ̂∗, û∗) = 0.

Thus, by the argument in previous sections, there exists ξ∗ ∈ Γm such that

max
t∈[0,1]

I(ξ∗(t)) = I(λ̂∗, û∗) = κm,

which implies bm = κm and the proof of Proposition 6.4 is completed.

7 Multiple normalized solutions

In the whole section we assume, in addition, (g5).

7.1 Deformation theorems

In what follows we will use the following terminology. Set G = Z2, we consider the action σ of G on
R×Hs

r (R
N ) and on M , that is

σ : (±1, λ, u) 7→ (λ,±u); G× (R×Hs
r (R

N )) → R×Hs
r (R

N ),

σ : (±1, θ, λ, u) 7→ (θ, λ,±u); G×M →M.

We notice that I and H are invariant under this action (i.e. they are even in u), as well as the set Ω
(i.e. it is symmetric with respect the axis R). We highlight instead that the function η = (η1, η2) :
R×Hs

r (R
N ) → R ×Hs

r (R
N ) (resp. η̃ = (η̃0, η̃1, η̃2) : M → M) is equivariant if η1 is even and η2 is odd

(resp. η̃0 and η̃1 are even and η̃2 is odd). We recall that a function f is said to be invariant under the
action g · x if f(g ·x) = f(x), while it is equivariant if f(g · x) = g · f(x). We want to prove the following.

Theorem 7.1 Let b < 0, and let O be a neighbourhood of KPSP
b . Let ε̄ > 0, then there exist ε ∈ (0, ε̄)

and η : [0, 1]× (R×Hs
r (R

N )) → (R×Hs
r (R

N )) continuous such that

1. η(0, ·, ·) = idR×Hs
r (R

N );

2. η fixes Ib−ε̄, that is, η(t, ·, ·) = idIb−ε̄ for all t ∈ [0, 1];

3. I is non-increasing along η, and in particular I(η(t, ·, ·)) ≤ I(·, ·) for all t ∈ [0, 1];

4. if KPSP
b = ∅, then η(1, Ib+ε) ⊂ Ib−ε;

5. if KPSP
b 6= ∅, then

η(1, Ib+ε \ O) ⊂ Ib−ε

and
η(1, Ib+ε) ⊂ Ib−ε ∪O;
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6. η(t, ·, ·) is G-equivariant, in the sense mentioned before.

To prove this, we work first on the functional H, for which we obtained a (P̃ SP ) condition.

Theorem 7.2 Let b < 0. Let moreover ρ > 0 and write Õ = Ñρ(K̃b). Let ε̄ > 0, then there exist
ε ∈ (0, ε̄) and η̃ : [0, 1]×M →M continuous such that

1. η̃(0, ·, ·) = idM ;

2. η̃ fixes Hb−ε̄, that is η̃(t, ·, ·) = idHb−ε̄ for all t ∈ [0, 1];

3. H is non-increasing along η̃, and in particular H(η̃(t, ·, ·, ·)) ≤ H(·, ·, ·) for all t ∈ [0, 1];

4. if K̃b = ∅, then η̃(1,Hb+ε) ⊂ Hb−ε;

5. if K̃b 6= ∅, then
η̃(1,Hb+ε \ Õ) ⊂ Hb−ε

and
η̃(1,Hb+ε) ⊂ Hb−ε ∪ Õ;

6. η̃(t, ·, ·) is G-equivariant, in the sense mentioned before.

We postpone the proof of Theorem 7.2 for H and see now how to use it to deduce the one for I.
Introduce first the following notation:

π :M → R×Hs
r (R

N ), π(θ, λ, u) = (λ, u(e−θ·)),

ι : R×Hs
r (R

N ) →M, ι(λ, u) = (0, λ, u),

which are a kind of rescaling projection and immersion. Observe that

π ◦ ι = idR×Hs
r (R

N ), (while ι ◦ π 6= idM ),

H ◦ ι = I, I ◦ π = H,

π(K̃b) = KPSP
b .

For η̃ obtained in Theorem 7.2, define "η = π ◦ η̃ ◦ ι" up to the time; more precisely

η(t, λ, u) = π(η̃(t, ι(λ, u))). (1)

It is now a straightforward computation showing that η satisfies the requests of Theorem 7.1. A delicate
issue, anyway, is to show the intuitive fact that neighbourhoods of K̃b are brought to neighbourhoods of
KPSP

b . More precisely we have the following result.

Lemma 7.3 Assume that KPSP
b is compact (for instance, b < 0). Let ρ > 0, then there exists R(ρ) > 0

such that, set Õ = Ñρ(K̃b) and O = NR(ρ)(K
PSP
b ), we have

π(Õ) ⊂ O,

i.e.
distM ((θ, λ, u), K̃b) ≤ ρ =⇒ d((λ, u(e−θ·)),KPSP

b ) ≤ R(ρ).

In particular, for θ = 0 we have

distM ((0, λ, u), K̃b) ≤ ρ =⇒ d((λ, u),KPSP
b ) ≤ R(ρ), (2)

that is
ι(∁O) ⊂ ∁Õ

where ∁ denotes the complement of a set. Moreover

lim
ρ→0

R(ρ) = 0.
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Proof. We observe that is sufficient to prove (2) since by (10)

distM ((θ, λ, u), K̃b) = distM ((0, λ, u(e−θ·)), K̃b).

Let ε > 0. By definition of distM ((0, λ, u), K̃b) there exists a σ = σ(t), σ = (θ, λ, u), such that σ(0) =
(0, λ, u), σ(1) ∈ K̃b and ∫ 1

0

‖σ̇(t)‖σ(t)dt ≤ ρ+ ε. (3)

By (11) we have (λ(1), u(1)(e−θ(1)·)) ∈ KPSP
b and thus

dist((λ, u),KPSP
b )

≤ ‖(λ, u)− (λ(1), u(1)(e−θ(1)·))‖R×Hs
r (R

N )

≤ ‖(λ, u)− (λ(1), u(1))‖R×Hs
r (R

N ) + ‖(λ(1), u(1))− (λ(1), u(1)(e−θ(1)·))‖R×Hs
r (R

N )

= ‖(λ(0), u(0))− (λ(1), u(1))‖R×Hs
r (R

N ) + ‖u(1)− u(1)(e−θ(1)·)‖Hs
r (R

N )

= I + II.

Focus on I. We have, by the fundamental theorem of calculus and Hölder inequality,

I = ‖(λ(0), u(0))− (λ(1), u(1))‖R×Hs
r (R

N ) ≤

∫ 1

0

(
|λ̇(t)|2 + ‖u̇(t)‖2Hs

r (R
N )

)1/2

dt

=

∫ 1

0

(
|λ̇(t)|2 + ‖u̇(t)‖22 + ‖(−∆)s/2u̇(t)‖22

)1/2

dt.

In order to use (3) it must appear the norm associated to M , which we recall is

‖σ̇(t)‖2σ(t) = θ̇(t)2 + λ̇(t)2 + eNθ(t)‖u̇(t)‖22 + e(N−2s)θ(t)‖(−∆)s/2u̇(t)‖22.

Since we do not know the sign of Nθ(t), we need an estimate on θ(t) and a corrective factor. Indeed,
recalled that θ(0) = 0, we have

|θ(t)| = |θ(t) − θ(0)| ≤

∫ 1

0

|θ̇(t)|dt ≤

∫ 1

0

‖σ̇(t)‖σ(t)dt ≤ ρ+ ε.

Thus θ(t) ≥ −(ρ+ ε) ≥ − N
N−2s (ρ+ ε) which imply

eN(ρ+ε) ≥ 1, eN(ρ+ε)eNθ(t) ≥ 1, eN(ρ+ε)e(N−2s)θ(t) ≥ 1

and hence we obtain

I ≤ e
N(ρ+ε)

2

∫ 1

0

(
|λ̇(t)|2 + eNθ(t)‖u̇(t)‖22 + e(N−2s)θ(t)‖(−∆)s/2u̇(t)‖22

)1/2

dt

≤ e
N(ρ+ε)

2

∫ 1

0

(
|θ̇(t)2|+ |λ̇(t)|2 + eNθ(t)‖u̇(t)‖22 + e(N−2s)θ(t)‖(−∆)s/2u̇(t)‖22

)1/2

dt

= e
N(ρ+ε)

2

∫ 1

0

‖σ̇(t)‖σ(t)dt ≤ e
N(ρ+ε)

2 (ρ+ ε)
ε→0
→ e

Nρ
2 ρ.

Focus now on II. Set ω̄ = u(1)(e−θ(1)·) we have ω̄ ∈ P2(K
PSP
b ) (where P2 is the projection on the second

component) with |θ(1)| ≤ ρ+ ε, and thus

II = ‖u(1)− u(1)(e−θ(1)·)‖Hs
r (R

N ) = ‖ω̄(eθ(1)·)− ω̄‖Hs
r (R

N )

≤ sup
{
‖ω(eα·)− ω‖Hs

r (R
N ) | |α| ≤ ρ+ ε, ω ∈ P2(K

PSP
b )

}
.

Since P2(K
PSP
b ) is compact, it is simple to show that, as ε→ 0,

II ≤ sup
{
‖ω(eα·)− ω‖Hs

r (R
N ) | |α| ≤ ρ, ω ∈ P2(K

PSP
b )

}
.
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Summing up, we have

dist((λ, u),KPSP
b ) ≤ e

Nρ
2 ρ+ sup

{
‖ω(eα·)− ω‖Hs

r (R
N ) | |α| ≤ ρ, ω ∈ P2(K

PSP
b )

}

≡ R(ρ) <∞.

Here we have
lim
ρ→0

R(ρ) = 0,

which concludes the proof.

We are now ready to show that η satisfies the desired properties.

Proof of Theorem 7.1. Let O be a neighbourhood of KPSP
b , and choose R such that NR(K

PSP
b ) ⊂ O.

By Lemma 7.3 choose ρ≪ 1 such that R(ρ) < R and thus NR(ρ)(K
PSP
b ) ⊂ O. Consequently, by Theorem

7.2, there exists a deformation η̃ corresponding to the neighbourhood Õ := Ñρ(K̃b). We thus define η by
(1) and prove the properties. Start observing that

(λ, u) ∈ Ib±δ =⇒ b± δ > I(λ, u) = H(ι(λ, u)) =⇒ ι(λ, u) ∈ Hb±δ,

i.e. ι(Ib±δ) ⊂ Hb±δ; similarly, π(Hb±δ) ⊂ Ib±δ.

1. η(0, λ, u) = π(η̃(0, ι(λ, u))) = π(ι(λ, u)) = (λ, u).

2. If (λ, u) ∈ Ib−ε̄, then ι(λ, u) ∈ Hb−ε̄. Thus η(t, λ, u) = π(η̃(t, ι(λ, u))) = π(ι(λ, u)) = (λ, u).

3. I(η(t, λ, u)) = I(π(η̃(t, ι(λ, u)))) = H(η̃(t, ι(λ, u))) ≤ H(ι(λ, u)) = I(λ, u).

4. If KPSP
b = ∅, then K̃b = ∅. Thus for (λ, u) ∈ Ib+ε, I(η(1, λ, u)) = I(π(η̃(1, ι(λ, u)))) =

H(η̃(1, ι(λ, u))) ≤ b− ε.

5. We have, by previous arguments and Lemma 7.3, that ι(Ib+ε\O) = ι(Ib+ε∩∁O) ⊂ ι(Ib+ε)∩ι(∁O) ⊂
Hb+ε ∩ (∁Õ) = Hb+ε \ Õ and thus

η(1, Ib+ε \ O) = π(η̃(1, ι(Ib+ε \ O))) ⊂ π(η̃(1,Hb+ε \ Õ)) ⊂ π(Hb−ε) ⊂ Ib−ε.

The other inclusion is similar and easier.

6. We write η̃(t, θ, λ, u) =
(
η̃0(t, θ, λ, u), η̃1(t, θ, λ, u), η̃2(t, θ, λ, u)

)
. Then by definition

(
η1(t, λ, u), η2(t, λ, u)

)
=

(
η̃1(t, 0, λ, u), η̃2

(
t, 0, λ, u(e−η̃0(t,0,λ,u)·)

))

thus by the property 6 of Theorem 7.2,

(
η1(t, λ,−u), η2(t, λ,−u)

)
=

(
η̃1(t, 0, λ,−u), η̃2

(
t, 0, λ,−u(e−η̃0(t,0,λ,−u)·)

))

=
(
η̃1(t, 0, λ, u),−η̃2

(
t, 0, λ, u(e−η̃0(t,0,λ,u)·)

))

=
(
η1(t, λ, u),−η2(t, λ, u)

)
.

The theorem is hence proved.

Now we are ready to prove the main theorem for H.

Proof of Theorem 7.2. To avoid cumbersome notation, we write ξ = (θ, λ, u) ∈M . Set

M ′ = {DH(ξ) 6= 0}.

It is known (see [1]) that there exists a pseudo-gradient on the Hilbert manifold M associated to H,
namely a locally Lipschitz vector field V : M ′ → TM such that

(a) ‖V(ξ)‖ξ ≤ 2‖DH(ξ)‖ξ,∗;
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(b) DH(ξ) · V(ξ) ≥ ‖DH(ξ)‖2ξ,∗;

in particular,
1

2
‖V(ξ)‖ξ ≤ ‖DH(ξ)‖ξ,∗ ≤ ‖V(ξ)‖ξ. (4)

Moreover, we can ask, in the construction of the pseudo-gradient, that V is G-equivariant, since H is
G-invariant. Namely, set V = (V0,V1,V2), then V0 and V1 are even in u, while V2 is odd in u.

By Corollary 4.7, there exists δ = δ ρ
3
> 0 such that

∀ ξ ∈ Hb+δ
b−δ s.t. distM (ξ, K̃b) >

ρ

3
: ‖DH(ξ)‖ξ,∗ > δ. (5)

We assume

ε < min
{1

2
ε̄,

1

4
δ,
1

6
ρδ
}
. (6)

Set the following
A = Hb+ε

b−ε, B = Hb+2ε
b−2ε

and choose a locally Lipschitz function g ∈ C(M, [0, 1]) such that

g = 1 on A, g = 0 on ∁B,

for instance g(ξ) = d(ξ,∁B)
d(ξ,∁B)+d(ξ,A)

.

When K̃b 6= ∅, we choose a locally Lipschitz function g̃ ∈ C(M, [0, 1]) such that

g̃ = 0 on Ñ ρ
3
(K̃b), g̃ = 1 on ∁Ñ 2

3ρ
(K̃b).

When K̃b = ∅, we set g̃ ≡ 1. Moreover we introduce

b(r) =

{
1
r if r ≥ 1
1 if 0 ≤ r < 1.

Finally define
W (ξ) = −g(ξ)g̃(ξ)b (‖V(ξ)‖ξ)V(ξ)

and, fixed ξ ∈M , consider the Cauchy problem

{
η̃′ = W (η̃),

η̃(0) = ξ.

We have that W is well defined on M and

‖W (ξ)‖ξ ≤ ‖V(ξ)‖ξb (‖V(ξ)‖ξ) ≤ 1,

where we have used that |g|, |g̃| ≤ 1. Therefore we have the global existence of a flow η̃(t, ξ); we are
interested in η̃ restricted to [0, 1]. We now verify the desired properties.

1) η̃(0, ξ) = ξ by construction of the flow.

2) If ξ ∈ Hb−ε̄, then g(ξ) = 0, and thus W (ξ) = 0. This means that η̃(t, ξ) ≡ ξ is an equilibrium
solution. Since W ∈ Liploc(M) we have uniqueness of the solution, hence actually η̃(t, ξ) ≡ ξ.

3) We have

d

dt
H(η̃(t, ξ)) = DH(η̃(t, ξ))η̃′(t, ξ)

= −DH(η̃(t, ξ))V(η̃(t, ξ))g(η̃(t, ξ))g̃(η̃(t, ξ))b
(
‖V(η̃(t, ξ))‖η̃(t,ξ)

)

≤ −‖DH(η̃(t, ξ))‖2η̃(t,ξ),∗g(η̃(t, ξ))g̃(η̃(t, ξ))b
(
‖V(η̃(t, ξ))‖η̃(t,ξ)

)

≤ 0

that is the claim; we have used that g, g̃, b are positive and the property (b).
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4) We assume here K̃b = ∅. By using the fundamental theorem of calculus and previous arguments,
we obtain

H(η̃(1, ξ))−H(η̃(0, ξ)) =

∫ 1

0

d

ds
H(η̃(s, ξ))ds

= −

∫ 1

0

DH(η̃(s, ξ))V(η̃(s, ξ))g(η̃(s, ξ))b
(
‖V(η̃(s, ξ))‖η̃(s,ξ)

)
ds

≤ −

∫ 1

0

‖DH(η̃(s, ξ))‖2η̃(s,ξ),∗g(η̃(s, ξ))b
(
‖V(η̃(s, ξ))‖η̃(s,ξ)

)
ds.

Let now ξ ∈ Hb+ε. This means, by point 3), that for s ∈ [0, 1]

H(η̃(s, ξ)) ≤ H(η̃(0, ξ)) = H(ξ) ≤ b + ε,

thus η̃(s, ξ) ∈ Hb+ε and

H(η̃(1, ξ)) ≤ b+ ε−

∫ 1

0

‖DH(η̃(s, ξ))‖2η̃(s,ξ),∗g(η̃(s, ξ))b
(
‖V(η̃(s, ξ))‖η̃(s,ξ)

)
ds.

Assume now by contradiction that H(η̃(1, ξ)) > b−ε, which implies (again by point 3)) H(η̃(s, ξ)) >
b− ε, for all s ∈ [0, 1]. Thus for all s ∈ [0, 1] we have η̃(s, ξ) ∈ Hb+ε

b−ε and in particular, since ε < 1
2 ε̄,

that g(η̃(s, ξ)) = 1; hence

H(η̃(1, ξ)) ≤ b+ ε−

∫ 1

0

‖DH(η̃(s, ξ))‖2η̃(s,ξ),∗b
(
‖V(η̃(s, ξ))‖η̃(s,ξ)

)
ds.

By (4), by the fact that η̃(s, ξ) ∈ Hb+ε
b−ε ⊂ Hb+δ

b−δ and by (12), we have

‖V(η̃(s, ξ))‖η̃(s,ξ) ≥ ‖DH(η̃(s, ξ))‖η̃(s,ξ),∗ ≥ δ ≥ 4ε; (7)

in particular,

b
(
‖V(η̃(s, ξ))‖η̃(s,ξ)

)
=

1

‖V(η̃(s, ξ))‖η̃(s,ξ)
.

Thus, exploiting again (4) and (7) we have

H(η̃(1, ξ)) ≤ b+ ε−
1

2

∫ 1

0

‖DH(η̃(s, ξ))‖η̃(s,ξ),∗ds

≤ b+ ε− 2

∫ 1

0

εds = b− ε,

which is an absurd.

5) We assume now K̃b 6= ∅. Let now ξ ∈ Hb+ε \ Õ. Assume again by contradiction that H(η̃(1, ξ)) >
b− ε, which implies again η̃(s, ξ) ∈ Hb+ε

b−ε. We distinguish two cases.

Case 1: η̃(t, ξ) /∈ Ñ 2
3ρ
(K̃b) for all t ∈ [0, 1]. In this case we proceed as in the proof of 4). Indeed

since ε < δ ρ
3
, we are in the case of (12) and thus

‖DH(η̃(s, ξ))‖η̃(s,ξ),∗ > δ > 4ε.

We can do exactly the same passages as before and conclude.
Case 2: η̃(t∗, ξ) ∈ Ñ 2

3ρ
(K̃b) for some t∗ ∈ [0, 1]. In this case ε has to be better specified. We make

a finer argument by choosing suitable [α, β] ⊂ [0, 1] and observing that

H(η̃(1, ξ)) ≤ H(η̃(β, ξ)) = H(η̃(α, ξ)) +

∫ β

α

d

ds
H(η̃(s, ξ))ds

≤ H(η̃(0, ξ)) +

∫ β

α

d

ds
H(η̃(s, ξ))ds

≤ b + ε+

∫ β

α

d

ds
H(η̃(s, ξ))ds.
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Noting that η̃(0, ξ) = ξ /∈ Õ = Ñρ(K̃b) and η̃(t∗, ξ) ∈ Ñ 2
3 ρ
(K̃b), we can find α and β such that

η̃(α) ∈ ∂Ñρ(K̃b), η̃(β) ∈ ∂Ñ 2
3ρ
(K̃b),

and
η̃(s) ∈ Ñρ(K̃b) \ Ñ 2

3ρ
(K̃b) ∀ s ∈ (α, β).

Hence we obtain by (5)
H(η̃(1, ξ)) ≤ b+ ε− δ(β − α).

We need an estimate from below of β − α. We easily obtain it by observing that η̃(·, ξ) is a path
connecting η̃(α, ξ) and η̃(β, ξ), thus (recall that 1 ≥ ‖W (ξ)‖ξ)

β − α =

∫ β

α

dt ≥

∫ β

α

‖W (η̃(t, ξ))‖η̃(t,ξ)dt

=

∫ β

α

‖η̃′(t, ξ)‖η̃(t,ξ)dt ≥ distM (η̃(α, ξ), η̃(β, ξ))

≥ distM

(
Ñρ(K̃b), Ñ 2

3ρ
(K̃b)

)
≥

1

3
ρ.

Finally
H(η̃(1, ξ)) ≤ b+ ε− 1

3ρδ ≤ b− ε

by our choice (6) of ε.

As regards the second inclusion, we argue in a similar way. Let ξ ∈ Hb+ε. Case 1 can be done
verbatim. In Case 2, if η̃(1, ξ) ∈ Õ we are done; if not, then we repeat the argument but with the
path built thanks to η̃(1, ξ) /∈ Ñρ(K̃b) and η̃(t∗, ξ) ∈ Ñ 2

3ρ
(K̃b).

6) Notice that, written W = (W0,W1,W2), we have that W0 and W1 are even in u while W2 is odd
in u, since V is so and g, b(‖DH(·)‖·,∗) are even in u. Thus, by uniqueness of the solution, we have
that η̃ satisfies the required symmetry properties.

The proof is thus concluded.

7.2 Minimax values aj(λ)

We write for j ∈ N, Dj = {ξ ∈ Rj | |ξ| ≤ 1} and we introduce the set of paths

Γj(λ) =
{
γ ∈ C(Dj , H

s
r (R

N )) | γ odd, J (λ, γ(ξ)) < 0 ∀ξ ∈ ∂Dj

}

and
aj(λ) = inf

γ∈Γj(λ)
sup
ξ∈Dj

J (λ, γ(ξ)).

By an odd extension from [0, 1] to [−1, 1] = D1, we may regard Γ1(λ) ≡ Γ(λ) and a1(λ) ≡ a(λ). Thus
these quantities are a good generalization. As for j = 1, we prove the following properties.

Proposition 7.4 Let λ0 ∈ (−∞,∞] be the number given in (3)–(4), λ < λ0 and j ∈ N.

1. Γj(λ) 6= ∅, thus aj(λ) is well defined. Moreover, it is increasing with respect to λ;

2. aj(λ) ≤ aj+1(λ);

3. aj(λ) > 0;

4. limλ→λ−

0

aj(λ)
eλ = +∞;

5. if (g4) holds, then limλ→−∞
aj(λ)
eλ

= 0.

Proof. The proofs are quite the same of Propositions 3.1–3.5. We point out just some slight differences.
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1. For λ < λ0, there exists ξ0 > 0 such that

G(t0)−
eλ

2
t20 > 0.

As in [7], we find that there exists a continuous odd map γ̂ : ∂Dj → H1
r (R

N ) →֒ Hs
r (R

N ) with
J (λ, γ̂(ξ)) < 0. Extending γ̂ onto Dj we find Γj(λ) 6= ∅.

2. Since Dj ⊂ Dj+1, we observe γ|Dj
∈ Γj(λ) for γ ∈ Γj+1(λ). Thus we regard Γj+1(λ) ⊂ Γj(λ) and

obtain 2).

3. Clear by a1(λ) = a(λ) > 0 and point 2).

4. Again by limλ→λ−

0

a(λ)
eλ

= +∞ and point 2).

5. We consider the path γ̂ : ∂Dj → Hs
r (R

N ) obtained in 1) and introduce a path

ξ 7→ µN/4γ̂

(
ξ

|ξ|

)
(·/µ−1/(2s)|ξ|);Dj → Hs

r (R
N ).

Arguing as in Proposition 3.5, we have 5).

7.3 Minimax values bmj

We set

Γm
j = {Θ ∈ C(Dj ,R×Hs

r (R
N )) | Θ is G-equivariant;

I(Θ(0)) ≤ Bm − 1;

Θ(ξ) /∈ Ω, I(Θ(ξ)) ≤ Bm − 1 for all ξ ∈ ∂Dj}

and
bmj = inf

Θ∈Γm
j

sup
ξ∈Dj

I(Θ(ξ)).

We notice that for j = 1 we obtain Γm
1 ≡ Γm (up to an even/odd extension from [0, 1] to [−1, 1] = D1)

and bm1 ≡ bm. So Γm
j is the natural extension to build multiple solutions.

As in the case of Γm and bm, we want to prove that Γm
j 6= ∅ and that, for a fixed k ∈ N, there exists

an mk ≫ 0 (possibly equal to 0) such that, if m > mk, then bmj < 0 for j = 1 . . . k.

Proposition 7.5

(i) For any λ < λ0, m > 0, j ∈ N, we have Γm
j 6= ∅ and bmj ≤ aj(λ)− eλm

2 .

(ii) For any k ∈ N there exists mk ≥ 0 such that for m > mk

bmj < 0 for j = 1, 2, . . . , k.

(iii) mk = 0 for all k ∈ N if (g4) holds. That is,

bmj < 0 for all j ∈ N.

Proof. For (i), the proof is similar to Proposition 6.1. We just need to set ζλ ∈ Γj(λ),

ψλ(ξ) =

{
(λ + L(1− 2|ξ|), 0) if |ξ| ∈ [0, 1/2],(

λ, ζλ

(
ξ
|ξ|(2|ξ| − 1)

))
if |ξ| ∈ (1/2, 1]

and we come up again to the same proof.
For (ii), (iii), with a proof similar to Proposition 6.2, we set

mk = 2 inf
λ<λ0

ak(λ)

eλ
≥ 0 (8)

and observe that mk ≤ mk+1 since ak(λ) are increasing in k.
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7.4 Minimax values cmj

Let us define minimax families Λm
j which allow to find multiple solutions. We use an idea from [37]. In

what follows, we denote by genus(A) the genus of closed symmetric sets A with 0 6∈ A.
Define, for each j ∈ N,

Λm
j = {A = Θ(Dj+l \ Y ) | l ≥ 0, Θ ∈ Γm

j+l,

Y ⊂ Dj+l \ {0} is closed, symmetric in 0 and genus(Y ) ≤ l}

and
cmj = inf

A∈Λm
j

sup
A

I.

In the following lemma, we observe that Λm
j includes, in some way, Γm

j and that it inherits the property
that the paths intersect ∂Ω.

Lemma 7.6

(i) Λm
j 6= ∅;

(ii) cmj ≤ bmj ;

(iii) for any A ∈ Λm
j , we have A ∩ ∂Ω 6= ∅. As a consequence, we obtain

bm = Bm = B′
m ≤ cmj .

Proof. Indeed, we see that, by choosing l = 0 and Y = ∅ we have

{A = Θ(Dj) | Θ ∈ Γm
j } ⊂ Λm

j

from which easily come the first two claims.
Focus on the third claim. Let A = Θ(Dj+l \ Y ) and set U = Θ−1(Ω). By the symmetry in (λ, u) of

Θ and the symmetry in u of Ω we have that U is symmetric. Moreover, since Θ(0) ∈ Ω, we have that
U ⊂ Dj+l ⊂ Rj+l is a symmetric neighbourhood of the origin. By the properties of the genus we have
that the genus of ∂U is maximum, that is

genus(∂U) = j + l. (9)

Observe in addition the following chain of inclusions

∂U \ Y = (∂U ∩Dj+l) \ Y = (Dj+l \ Y ) ∩ ∂U ⊂ Dj+l \ Y ∩ ∂U = Dj+l \ Y ∩ ∂U

thus
Θ
(
∂U \ Y

)
⊂ Θ

(
Dj+l \ Y ∩ ∂U

)
⊂ Θ

(
Dj+l \ Y

)
∩Θ(∂U) = A ∩Θ(∂U)

and since ∂U = ∂
(
Θ−1(Ω)

)
⊂ Θ−1(∂Ω) we obtain

Θ
(
∂U \ Y

)
⊂ A ∩ ∂Ω.

Thus, to show the claim, it is sufficient to show that ∂U \ Y 6= ∅. But is an immediate consequence of
(9) and the property of the genus

genus(∂U \ Y ) ≥ genus(∂U)− genus(Y ) ≥ (j + l)− l = j ≥ 1

which directly excludes the possibility that ∂U \ Y is empty. This concludes the proof of the first part.
We prove now the consequence. Indeed, for each A ∈ Λm

j we have

B′
m = inf

∂Ω
I ≤ inf

∂Ω∩A
I ≤ sup

∂Ω∩A
I ≤ sup

A
I

and thus the claim passing to the infimum over Λm
j .

Let us now show the main properties of Λm
j and cmj . We point out that these classical properties are

the only ones which will be used in the proof of the existence of multiple solutions.
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Proposition 7.7

1. Λm
j 6= ∅;

2. Λm
j+1 ⊂ Λm

j , and thus cmj ≤ cmj+1;

3. let A ∈ Λm
j and Z ⊂ R×Hs

r (R
N ) be G-invariant, closed, and such that 0 /∈ P2(Z) and genus(P2(Z)) ≤

i. Then A \ Z ∈ Λm
j−i.

Fix now k ∈ N, and let m > mk, where mk has been introduced in Proposition 7.5, i.e., in (8). Then

4. cmj < 0 and I satisfies (PSP )cmj ;

5. if A ∈ Λm
j and η is a deformation as in Theorem 7.1 for b = cmj , then η(1, A) ∈ Λm

j .

Proof. Properties 1) and 4) has already been shown in the Lemma 7.6, while property 2) is a consequence
of the definition. Let us see properties 3) and 5).

3) Let A = Θ(Dj+l \ Y ) ∈ Λm
j and let Z be G-invariant, closed and such that 0 /∈ P2(Z) and

genus(P2(Z)) ≤ i. Assume it holds

A \ Z = Θ((Dj+l \ Y ) \Θ−1(Z)) (10)

= Θ(D(j−i)+(l+i) \ (Y ∪Θ−1(Z)));

if genus(Y ∪Θ−1(Z)) ≤ l+ i we have the claim. But this is a direct consequence of the assumptions
and the property of the genus; indeed

genus(Y ∪Θ−1(Z)) ≤ genus(Y ) + genus(Θ−1(Z))

≤ l + genus(h(Θ−1(Z)))

= l + genus(P2(Z))

≤ l + i

where we have set h = P2 ◦Θ, which is an odd map and thus admissible for the genus.

Turn now to (10). Set B = Dj+l \ Y and W = Θ−1(Z) we have to prove

Θ(B) \Θ(W ) = Θ(B \W ).

We have

Θ(B) \Θ(W ) ⊂ Θ(B \W )
(i)
⊂ Θ(B \W )

(ii)
= Θ(B \W )

and

Θ(B \W )
(iii)
⊂ Θ(B \W )

(iv)
= Θ(B) \Θ(W ) ⊂ Θ(B) \Θ(W )

where

(i) is due to the fact that W is closed;

(ii) B \W ⊂ Dj+l is compact, thus Θ(B \W ) is closed;

(iii) derives from the continuity of Θ;

(iv) is due to the fact that W is a preimage.

5) Consider 0 < ε̄ < 1, b = cmj ≥ Bm and η as in the deformation lemma, and fix A = Θ(Dj+l \ Y ) ∈
Λm
j with Θ ∈ Γm

j+l. To show that η(1, A) ∈ Λm
j and conclude the proof, it is sufficient to show that

Θ̃ = η(1,Θ) ∈ Γm
j+l as well.

• Θ̃(−ξ) = η(1,Θ(−ξ)) = η(1,Θ1(−ξ),Θ2(−ξ)) = η(1,Θ1(ξ),−Θ2(ξ)) and thus

(
Θ̃1(−ξ), Θ̃2(−ξ)

)
=

(
η1
(
1,Θ1(ξ),−Θ2(ξ)

)
, η2

(
1,Θ1(ξ),−Θ2(ξ)

))

=
(
η1
(
1,Θ1(ξ),Θ2(ξ)

)
,−η2

(
1,Θ1(ξ),Θ2(ξ)

))
=

(
Θ̃1(ξ),−Θ̃2(ξ)

)

which shows that Θ̃1 is even and Θ̃2 is odd.
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• By Lemma 7.6, for ξ = 0 and ξ ∈ ∂Dj+l we have I(Θ(ξ)) ≤ Bm − 1 = B′
m − 1 ≤ cmj − ε̄, thus

Θ(ξ) ∈ Icmj −ε̄. Therefore Θ̃(ξ) = η(1,Θ(ξ)) = Θ(ξ) for ξ = 0 and ξ ∈ ∂Dj+l, and the same
properties are satisfied.

7.5 Multiplicity theorem

Fix k ∈ N, and let Λm
j and cmj be given in the previous section. By the properties given in Proposition

7.7, we can find multiple solutions.

Theorem 7.8 Fix k ∈ N, and assume m > mk. We have that

cm1 ≤ cm2 ≤ · · · ≤ cmk < 0

are critical values of I. Moreover

(i) if, for some q ≥ 1,
cmj < cmj+1 < · · · < cmj+q

then we have q + 1 different nonzero critical values, and thus q + 1 different pairs of nontrival
solutions of (1);

(ii) if instead, for some q ≥ 1,
cmj = cmj+1 = · · · = cmj+q ≡ b (11)

then
genus(P2(K

PSP
b )) ≥ q + 1 (12)

and thus, by the properties the genus, #P2(K
PSP
b ) = +∞, which means that we have infinite

different solutions of (1).

Summing up, we have at least k different (pairs of) solutions of (1).

Proof. It is sufficient to show only the property (12) on the genus: indeed by choosing q = 0 we have
that, for each j, #(KPSP

cmj
) ≥ 1 and thus cmj is a nontrivial critical value.

By the (PSP )b we have that KPSP
b is compact, thus P2(K

PSP
b ) is compact; moreover it is symmetric

with respect to 0 and does not contain 0 (see Corollary 4.3).
By the property of the genus we can find a (closed, symmetric with respect to origin, not containing

the zero) neighbourhood N of P2(K
PSP
b ) which preserves the genus, i.e. genus(N) = genus(P2(K

PSP
b )).

We can easily think N as a projection of a neighbourhood Z of KPSP
b (i.e. N = P2(Z)) satisfying the

properties of Proposition 7.7.
By Theorem 7.1, there exist a sufficiently small ε and an η such that η(Ib+ε\Z) ⊂ Ib−ε. Corresponding

to ε, by definition of cmj , there exists an A ∈ Λm
j+q such that supA I < b+ ε, that is A ⊂ Ib+ε. Thus

η(1, A \ Z) ⊂ η(1, Ib+ε \ Z)
η(1,·) continuous

⊂ η(1, Ib+ε \ Z) ⊂ Ib−ε = Ib−ε,

and hence
sup

η(1,A\Z)

I ≤ b− ε. (13)

On the other hand, assume by contradiction that genus(P2(K
PSP
b )) ≤ q, i.e. genus(P2(Z)) ≤ q. We use

now the properties on cmj and Λm
j .

Replacing j with j + q and i with q and applying Proposition 7.7, we have A \ Z ∈ Λm
j ; by property

5) of Proposition 7.7 we obtain η(1, A \ Z) ∈ Λm
j , which implies (by definition of cmj )

sup
η(1,A\Z)

I ≥ cmj = b.

This is a contradiction with (13), and thus concludes the proof.
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Proof of Theorem 1.4. As consequence of Theorem 7.8, we derive (i). We pass to prove (ii). Under
condition (g4), we have mk = 0 for all k ∈ N. Thus for any j ∈ N, cmj is a critical value of I and
cmj ≤ bmj < 0. Since cmj is an increasing sequence, we have cmj → c̄ ≤ 0 as j → ∞. We need to show that
c̄ = 0.

By contradiction we assume c̄ < 0. Then KPSP
c̄ is compact and KPSP

c̄ ∩ (R × {0}) = ∅. It follows
that q = genus(P2(K

PSP
c̄ )) < ∞. Arguing as in the proof of Theorem 7.8, let δ > 0 such that q =

genus(P2(Nδ(K
PSP
c̄ ))) <∞. By Theorem 7.1, there exist ε ∈ (0, 1) small and η : [0, 1]×R×Hs

r (R
N ) →

R×Hs
r (R

N ) satisfying
η(1, I c̄+ε \Nδ(K

PSP
c̄ )) ⊂ I c̄−ε (14)

and
η(t, λ, u) = (λ, u) if I(λ, u) ≤ Bm − 1. (15)

We can choose j ∈ N sufficiently large such that cmj > c̄ − ε and take B ∈ Λm
j+q such that B ⊂ I c̄+ε.

Then we have
B \Nδ(KPSP

c̄ ) ∈ Λm
j .

From equations (14), (15) we derive cmj ≤ c̄− ε, which gives a contradiction.
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