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Abstract

The paper deals with a diffusive two predators—one prey model with
Holling-type II functional response. We assume that the density of prey
and predators are spatially inhomogeneous on a periodically evolving do-
main and are subject to homogeneous Neumann boundary conditions. We
focus on the case in which all populations have periodic logistic growth,
if isolated, and no competition occurs between predators.

Our main purpose is to study the asymptotic properties of the solutions
of this reaction—diffusion model. More specifically, suitable conditions,
depending on the domain evolution function and the space dimension,
are introduced leading to the extinction of one predator and the stable
coexistence of the surviving predator and its prey. Their density, as time
tends to infinity, tends to the periodic solution of the corresponding kinetic
predator—prey model. Finally, the autonomous model on a fixed domain
is treated.
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1 Introduction

In mathematical ecology, predator—prey models are a topic which has attracted
the attention of many researchers starting from the classical predator—prey
model independently developed by Lotka and Volterra in the 1920s.

The dynamics of two-species predator—prey systems has been widely studied
(see, e.g. [7, 10, 20, 22, 23, 24, 25, 26, 27, 31]). However, the investigation of
one prey—two predators systems seems to exhibit much reacher characteristics
(see [11, 12, 13, 15, 17, 18, 19, 21, 29]).

In all predator—prey interactions, to represent the average number of prey
killed per individual predator, a functional response has been introduced. In
particular, the Holling-type IT functional response (see [9]) is based on the idea
that predators will catch only a limited portion of preys when the prey species
is abundant. If the predators and the prey are confined to a bounded domain 2



with smooth boundary and their densities are spatially inhomogeneous, diffusion
terms are added to the reaction terms. Hsiao et al. (see [13]) formulated a one
prey—two predators model with Holling-type II functional response in the form
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where u, v, w denote the population densities of the prey and the i-th predator
(i = 1,2), respectively, ﬁ, i = 1,2, is the functional response, d;, i = 1,2, 3,
is the diffusion coefficient.

In (1.1), the authors only considered intraspecific competition for the prey
(represented by the term —aju), but not for the two predators. Recently, other
authors have supposed both predators and prey intraspecific competition by
establishing suitable mathematical models (see, e.g., [12]). Thus, taking in-
traspecific competition for predators into account, we are addressed to consider

the following diffusive model on the domain §2 in R™
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The parameter a is the intrinsic growth rate of the prey wu, by,bs are the
natural death rates of predators v,w in absence of the prey, mi, msy are the
so called half saturation coefficients, and c¢;,co are the maximal predator per
capita consumption rates. All parameters are positive constants. Besides, (1.2)
is characterized by no direct interference between rival predators, that is no
direct predator competition occurs during the hunting. There exists an indirect
competition between the predator species, as they chase the same prey.

Recent advances in mathematical modeling and developmental biology iden-
tify the important role of domain evolution. In particular, in population mod-
els, the habitat 2 may present periodic variations caused by the seasons effect.
Rivers and lakes may change their area and depth. In the summer, the water
area becomes larger while in the winter the size of the habitat becomes smaller.
In [16] a diffusive logistic equation on periodically evolving domains is investi-
gated showing that the persistence of a species depends on the domain evolution



rate. In order to investigate the effects of the domain evolution on the long-time
behavior of a model of type (1.2), we study the system
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on a periodically evolving domain €2, where each solution (u,v,w) depends on
position z(t) and time ¢. By using the same arguments in [16] and the references
therein, the domain evolution introduces an advection term a-Vu, corresponding
to the elemental volumes moving with the flow due to the local growth, and a
dilution term u(V - a), due to local volume change. Here a represents the flow
velocity field.

System (1.3) is endowed with initial positive conditions on Qg (the initial
domain) and homogeneous Neumann boundary conditions on the boundary €2,
t > 0. We shall deal with a spatially isotropic and temporally periodic domain
Q;, whose definition is formulated in the next section. Moreover, we assume that
the coefficients a(t), b;(t),d;(t), ¢ = 1,2, are periodic in time owing to the sea-
sonal changes of the environment. In (1.3) the functional response has constant
coefficients since we assume a negligible effect of the environment variation on
this term. To the best of our knowledge, few analytical results are available for
ecological system in this setting (see [6, 8, 30]). Even on fixed domains, diffu-
sive predator—prey models, described as non-autonomous systems with periodic
coefficients (see [4]), have not been deeply investigated.

In this paper, we are mainly concentrated on diffusive model (1.3), viewing
at (1.2) as a simpler case.

We analyze the behavior of the solutions to (1.3) in order to find suitable
conditions under which only one predator species survives, while the other one
dies out. Then we determine the limiting behavior of the surviving predator
and its prey. More precisely, we show that, under suitable assumptions, for any
positive solution (u,v,w) to (1.3), we have

lim w=0, lim |[u—u*|=0= lm |v—v"|.

t——+oo t——+o0 t——+oo
Here (u*(t),v*(t)) is the periodic solution to the kinetic two-species preda-
tor—prey model (3.1). Our main tools are comparison results for parabolic
equations, the Lyapunov method and the method of invariant regions.

In Section 2, by using standard arguments (see [16, 30] and the reference
therein) we transform system (1.3) into the reaction—diffusion system (2.4) on
the fixed domain 2y, whose new diffusion coefficients and growth rates depend

on the domain evolution function p(t) (see Section 2) and on the space dimen-
sion. In Section 3 we investigate the large time behavior of the kinetic system



corresponding to (2.4). Such result appears to be a fundamental step in the
investigation developed in Section 4. Its main result, Theorem 4.2, shows that
the surviving species tend to spread out in the habitat in a uniform way. Their
limiting values are spatially homogeneous and time periodic.

The required assumptions for Theorem 4.2 implicitly depend on the space
dimension and on the time evolution of the domain.

In the case of a fixed domain € and constant coefficients, our model (1.3)
turns into the autonomous predator-prey system (1.2). Section 5 illustrates
as the behavior of system (1.2) is influenced by the kinetic two species preda-
tor—prey system (5.1) . By the linearized stability technique, in Theorem 5.3, we
analyze the local asymptotic stability of the semitrivial solution (u*,v*,0). The
global stability result, proved in Theorem 5.5, requires only simple inequalities
among the coefficients of system (1.2).

Finally, Section 6 ends the paper with a brief discussion.

2 Preliminaries

Let Q; CR™ (n > 1,t > 0) be a simply connected bounded evolving domain for
all t > 0, with evolving boundary 0€;.

Hence we focus on the three-species reaction diffusion system (1.3) acting on
the cylinder €; x [0, +oco[. We denote by u(x(t),t) the density of the prey and
by v(z(t),t), w(x(t),t) the density of the two predators, at time ¢ and position
x(t).

System (1.3) can be obtained by applying Reynolds transport theorem (see
[1]); in particular, the evolution of €); generates a flow velocity field a(z, t), that
introduces extra advection and dilution terms in the system on a fixed domain.

From now on we assume that the environment is periodic in time and ho-
mogeneous in space. The coefficients depending on ¢ are continuous T-periodic
functions; in particular, for i = 1,2,3, d;(¢) > 0, [b1(¢)], [b2(t)], [a(t)] > 0. Here,
if f is a continuous T-periodic function,

T
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denotes the integral average (or mean value) of f.
The remaining coefficients ¢y, co, m1, mo are strictly positive constants.
We impose self-organization on the system through the Neumann boundary

conditions P P P
u v w
87n_87n_87n_00n89t’ t>0,

and we consider the initial conditions
U(JC,O) = Qﬁl(ﬁ), ’U((ZZ,O) = 902(37)7 w(gj,O) = 903(x)’ HANS ﬁ07 (21)

with @;(x) € C%(Q0) N C(Q), pi(x) > 0 for every z € Qp, but not identically
equal to 0, and ¢ = 1, 2, 3.

In particular, a solution of (1.3) is said to be positive if the initial data (2.1)
satisfy ¢;(z) > 0,1 =1,2,3, for all z € Q.



As a standard assumption in the derivation of reaction—diffusion equations on
evolving domains (see [16, 30]) we impose that the flow velocity a(z,t) coincides
with the domain velocity, i.e.,

a(xat) - (xll(t)vvx;(t)) (Hl)

Moreover, for analytic convenience, we introduce a transformation that maps
(1.3) into a system on the fixed domain . A way to achieve this is restricting
ourselves to a special class of domain evolution. More precisely, we assume that
there exists a C'!, T-periodic function p(t) such that p(0) = 1, p(t) > 0 for t > 0,
and, for every z(t) € Q,

(x1(t), s (t) = p() (Y1, s Un)s ¥ =(Y1,-- - Yn) € Q0. (Ha)

Then, under assumptions (H;) a

]

d (Hs), (u,v,w) is mapped into

Wy, .- yn,t) = w(@a(t), ..., 2a(t),1)
01, - - Ynst) = v(21(t), ... @a(t), 1) (2.2)
D1, s Yost) = W(21 (1), -, (D), ):
From now on, for simplicity, we shall denote by (u,v,w) the new variables
(i1, 9,0) defined in (2.2).
As a matter of fact, under the above transformation, system (1.3) turns into
the reaction—diffusion system on a fixed domain
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where n is the spatial dimension (see [16, 30] for details).
Accordingly, we deal with the resulting model on the fixed domain
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u(y,0) = ¢1(y), v(y,0) = va(y), w(y,0) = ws(y) y € Qo,



where ” ”
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Therefore we have transformed system (1.3) into a reaction—diffusion system
on the fixed domain ¢ with diffusion coefficients and growth rates depending
on p(t). Note that

V(t) = a(t) —n di(t) = bi(t) +

(0] = [a(®)] > 0, [5:(6)] = [bi(t)] > 0 for i = 1,2. (2.6)

3 The kinetic system

We begin our analysis by studying the kinetic two-species predator—prey model
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Our aim is showing the existence of a global stable, periodic solution (u*(t), v*(t))
to the above system. Indeed, such a spatially homogeneous solution has a fun-
damental role to achieve the searched asymptotic properties of the solutions to
the reaction—diffusion system (2.4).

From now on, we assume that

(3.1)

Ll w(?) ] > B ()], (32)

(t) +ma

where we denote by w4 (¢) the positive periodic solution to the logistic equation

/

u' = u(y(t) —u)
(see [3]). We point out that, if (u(t),v(¢)) is a positive solution to (3.1), then
there exists tg > 0 such that

U(t) < ul(t), t > top. (33)

Indeed, if w(0) < u1(0), from the comparison theorem, it follows that u(t) <
uy(t) for every ¢t > 0. If, on the other hand, u(0) > w;(0), by using standard
arguments (see, for example, [5]) and taking (3.2) into account, one can prove
that (3.3) holds true.

Further, we denote by v1(t) the positive periodic solution to

g— ((I“:)l(i)m - 61(15)) - v) . (3.4)

Moreover, we suppose that

()] > o (8)], (3.5)



so that the logistic equation

W =u ((v(t) - Cl;’;(t) ) - u> (3.6)

admits the positive periodic solution us(t).
Finally, assume that

{ us(t)

] s o, 1)

and let vo(t) be the positive periodic solution to

We set, for t > 0,

B(t) = [ua(t), ua (8)] x [va(t), v1(2)]- (3.8)

In the next result, we prove that X(¢) is an invariant and attractive region
for (3.1); moreover, (3.1) admits a positive periodic solution.

Theorem 3.1. Under assumptions (3.2), (3.5), (3.7), if (u(t),v(t)) is a posi-
tive solution to (3.1), there exists ¢ > 0 such that (u(t),v(t)) € X(t) for every
t > t. Moreover, system (3.1) admits a positive periodic solution (u*(t),v*(t))
satisfying

(u*(t),v*(t)) € B(t), t>0.

Proof. Let (u(t),v(t)) be a positive solution to (3.1). As (3.3) shows, there
exists t1 > 0 such that, for every ¢ > t1, u(t) < uq(¢).
From this it follows that, for ¢t > ¢,

(st -w0) ).

Hence, there exists to > ¢ such that v(t) < wvy(t), for t > t5. Moreover,
4 t
A ol sy,
u(t) + mq my

accordingly, for t > to,

so that there exists ¢35 > t2 such that u(t) > ua(t) for ¢ > t3.

Finally, o s (2@ o)
()= (<u2(t)+m1 1()) >’

which implies the existence of ¢ > t3 such that v(¢t) > vo(t) for t > ¢.



We pass now to prove the existence of a positive periodic solution to (3.1).
To this end, set

K = [u3(0), 1 (0)] x [v2(0), v1(0)]
and let (u(t),v(t)) be a solution to (3.1) with initial condition (u(0),v(0)) € K.
Then

ug(t) < u(t) <wui(t), wa(t) <wo(t) <wvi(t), foreveryt>0.

In particular
and
so that

Consider the map
F:K—K, F(z,y)=(Tl),vT)),

where, for every (z,y) € K, (u(t),v(t)) is the solution to (3.1) satisfying «(0) =
x, v(0) =y. F is indeed well-defined, since, by (3.9), F(z,y) € K.
Moreover, F' is continuous, so that, thanks to the Brouwer fixed point theo-
rem, there exists a point (u,?) € K such that
F(u,v) = (u,0).
By construction, the solution (u*(t),v*(t)) to (3.1) with initial condition (u, )
is T-periodic and, for every ¢ € [0,T],

(u*(t),v"(t)) € B(¢).
This completes the proof. O
We note that some of the results in Theorem 3.1 are in accordance with the

the ones in [10, Theorem 3.2, Proposition 3.4].
We can now state the following theorem.

Theorem 3.2. Assume that (3.2), (3.5), (3.7) are verified and let (u*(t),v*(t))
be the positive periodic solution to system (3.1). Set

5= { myu*(t)

w () +mj sl 10

and further suppose that, for each t € [0, T,

c1 . myu*(t) 2 . . c1v*(t)
W()\U (t)+,uu*(t)+7n1> < 4>\,UJU (t)’U (t) (UQ(t)+m11%>l).

Then (u*(t),v*(t)) is a globally asymptotically stable solution to (3.1), i.e., if
(u(t),v(t)) is a positive solution to (3.1), then

lim (u(t) —uw*(t)=0= lim (v(t) —v*(t)).

t——+o0 t—+o0



Proof. The proof is based on a positive Lyapunov function. Fix a positive
solution (u(t),v(t)) to system (3.1) and consider the Lyapunov function

V(t) = H(t,u(t),v(t)),

w/u*(t) 1 v/v*(t) 1
H(t,u,v)z)\/ (1—) dz—l—clu/ (1—) ds.
1 z 1 s

Since, taking Theorem 3.1 into account, for ¢ > ¢, the solutions to (3.1)
ultimately enter 3(t) (see (3.8)), we restrict the study to this set.
In particular, for ¢ > t,

V(1) = A" _Z*(t) <u*lzt)>l . Clliv_Tv*(t) (vv(t)),

where

u*(t) u+mq u*(t) u*(t)+mq
v —v*(t) u .
top v*(t) <u +m () )
. v —v*(t) ut(t) o ~ Al
1M v*(t) (u* (t) +my 61(t) (t)) A(u,v,t)

where, after some computations, we have

= 7; m my — Cl’U*(t) U — u* 2
At = =t (= ) =
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* (w4 my)u*(t)v*(t) ( AV + 'uu*(t) + m1> ( )X ®)

- MUT(t)(U — ()"
(3.12)

For each fixed ¢, A(u,v,t) appears as a quadratic form in the variables (u —
u*(t)) and (v —v*(¢)), so that it is definite negative if and only if

myu*(t)
u*(t) + my

C1
wu+mq

c1v*(t)
u*(t) + ml) '
(3.13)

Since u(t) > ua(t) for t > ¢, hypotesis (3.11) ensures the validity of (3.13).
Thus, there exists k > 0 such that

(—)\v*(t) + 1 )2 < AApu()v*(t) (u +my —

V/(t) = Alu,v,t) < —k((u—u™(t))* + (v = v"(1))*);

integrating from ¢ to ¢,

k/f ((u—u*(s))> + (v —v*(s))*)ds < V() = V(t) < V(I) < +00.



Accordingly,
“+oo
| w62+ v o)) ds < oo
7
and this yields (see [31, Lemma 2.1]),

lim (u—u*(t))2 + (v —v*(£))?) =0,

t—+o0
so that the global attractivity of (w*(t),v*(t)) is proved. O

Remark 3.1. Note that the choice of X and p given by (3.10) provides that
myu*(t) :| —0,

u*(t) +mq

A ()] + 4 [

so that, in the case of an autonomous system, the coefficient of the term (u —
u*)(v —v*) is zero.

We now consider the kinetic system corresponding to (2.4), that is

u =u <W(t) —u— av 2w )

u—+ mq U+ mo

v':v( 4 —(51(t)—v> (3.14)

We want to determine sufficient conditions in order that (3.14) evolves in
time in such a way that one of the predators is driven to extinction.

Theorem 3.3. Under assumptions (3.2), (3.5), (3.7), let (u*(t),v*(t)) be the
periodic positive solution to (3.1) and suppose (3.11) holds true. Suppose further

that 0
Ll o mQ] < [5a(t)]- (3.15)

If (u(t),v(t),w(t)) is a positive solution to (3.14), then

tiigrnoow(t) =0 (3.16)
and
Jim (u(t) (1) = i _(u(t) " (1)) = 0. (3.17)

Proof. Consider a positive solution (u(t),v(t),w(t)) to (3.14) and let z(t) be the

solution to .
(it 0)

z(to) = w(to);

10



taking (3.3) into account, for t > ¢,

uy (t) u(t)

w+ms 202 e, %0

as the function f(u) =

, u > 0, is increasing.
U+ meo
Hence,

w(t) < z(t), t>to;
since (3.15) holds true, it is well known that , 1131 z(t) = 0 and this yields
)
(3.16).
Since (u*(t),v*(t)) satisfies the assumptions of Theorem 3.2, it is globally

stable for (3.1).
On the other hand, (u(t),v(t)) can be viewed a solution to the perturbed

System
o= (’y(t) G > . cuwu

_ cowu
u+meo

with respect to the first variable, because of (3.16). Taking [2, Theorem 5.5.5]
and Theorem 3.2 into account, we conclude that (3.17) holds true. O

where the perturbation ¢(u,t) = satisfies . liT q(u,t) = 0 uniformly
— 400

4 Main result

In this section, we mainly focus on the diffusive system (2.4). Our first result
applies to the bidimensional system

Ou  dyi(t)
i p2(t)Au+u (’y(t) —u—

c1v

> in Qo x [0, +o0,
U —+ mq

Ov  da(t) u i

5 = 200 Av+v (u+m1 —01(t) — v) in Qg x [0, +o0], 1)
ou ov .

a0 0 in 920x%]0, 400],

u(y’ O) = (Pl(y), U(yv()) = 902<y)’ Y€ ﬁ0~

Theorem 4.1. Under assumptions (3.2), (3.5), (3.7), if (u(y,t),v(y,t)) is a
positive solution to (4.1), there exists t > 0 such that (u(y,t),v(y,t)) € X(t) for
everyt >t and y € Q.

11



Proof. Take a positve solution (u(y,t),v(y,t)) to (4.1) and set vy (t) = min v(y, t).
IS
Let u(t) be the solution to

u’zu(’y(t)—u—clvo(t)>

u 4+ my

u(0) = max p1(y).
y€Qo

u(t) is a spatially homogeneous solution to

ou o dl (t) Clvo(lf) .

o T <”“) U Ty ) 0 0ol
0 .

8% =0 in 99 x]0, +o0],

u(y,0) = max @1 (y) in Qo.
IS

By using the comparison theorem for parabolic equations, we get that
’(L(y, t) < ﬂ(t)a ye Q0-

We first remark that , ligl v(y,t) > 0 uniformly with respect to y € Qg
— 400
because of (3.2), hence , li? vo(t) > 0. From this it follows that, reasoning as
— 400

in Theorem 3.1, for a sufficiently large t; > 0,
a(t) < uq(t), t >,
and, consequently,
u(y,t) < wui(t), t>t1,y € Q.

Let now ©(¢) be the solution to

v :U<u(t§L(—ﬁt—)m1 —61(1) —v)

7(t1) = max v(y, t1).
y€Qo

Then v(y,t) <v(t) for y € Q.
On the other hand,

u(t) ui(t)
T + 1 = ) £ m

; t>t17

and vy (t) is the periodic solution to the logistic equation (3.4).

12



Thus, for a sufficiently large to > t1,
o(t) <wi(t), > to,
and, consequently, for ¢t > t2 and y € o,
v(y,t) < wv(t).

Consider now the solution u(t) to

=
I
S
N
=2
—~
=
\
IS
\
312
L i~
N———

(4.2)

to) = mi t2).

u(t2) = min u(y, tz)
Then, arguing as before, u(t) < u(y,t); moreover, since uz(t) is the periodic
solution to the logistic equation (3.6), there exists t3 > t5 such that for all ¢ > t3

and Yy e QQ,
u(y, t) > u(t) > us(?).

Reasoning in the same way, we can find ¢ > ¢3 such that, if ¢ > ¢ and y € Qo,
v(y,t) > va(t).
Hence, the proof is complete. O

We are now ready to prove the main result of the paper, which investigates
the asymptotic behavior of (2.4).

Theorem 4.2. Under assumptions (3.2), (3.5), (3.7), (3.11) and (3.15), let
(u*(t),v*(t)) be the positive periodic solution to (3.1). Moreover, assume that,
for every t € [0,T],

m u*(t)
85 (t) >max{1,m;} PO (4.3)

If (u(y, t),v(y, t), w(y,t)) is any positive solution of (2.4) subject to Neumann
boundary conditions, then

Jim_w(y, 1) =0 (1.4)
and
JimJuly, 1)~ ()] = Jim_oly, 1)~ v ()] = 0 (4.5)

uniformly with respect to y € Q.

Proof. Fix a positive solution (u(y,t),v(y,t),w(y,t)) to the diffusive system
(2.4). Then (4.4) follows from assumption (3.15), Theorem 3.3 and the compar-
ison theorem for parabolic equations.

We now formulate the following claim:

there exists ¢ > 0 such that u(y,t) > us(t) for t > ¢, y € Q. (4.6)

13



The proof is almost obvious now from previous results in this section and the
arguments of Theorem 4.1. Therefore we only make some considerations here.
The inequalities

u(y,t) < wuy(t), t>t,y €N
v(y,t) < wilt), t>t2>11,y €

follow from Theorem 4.1 and the fact that w(y,t) > 0.
Put wo(t) = max w(y,t) and remark that lm wg(t) = 0 thanks to (4.4).

y€Qo t—+o0
The ODE

(-5t

has the same asymptotic behavior as (3.6), because the perturbation term
bt goes to zero at infinity.
2 . . . .
Combining these facts with the arguments in Theorem 3.1 and Theorem 4.1,

for a suitable £ > 0, we obtain

U(y,t) Z@(t) ZUQ(t)? t>¥7y€QOa

where u(t) is the solution to (4.2). Hence inequality (4.6) holds.
At this point, we are able to prove (4.5) by means of the Lyapunov method.
Consider the positive function

V(t) = A H(u(y,t),v(y,t),w(y,t)) dy

where
H(u(y,t),v(y, t), w(y,t)) = A/ (1 - > dz
1

.
v/v*(t) 1

+ cl,u/ (1 - s) ds + cow(y,t),
1

and the constants A, u are defined as in (3.10).
Since (u,v,w) verifies (2.4), we infer that, for ¢ > ¢,

OH _ \u—u'(t) 0 ( *it)) v—v*(t) D ( v >+028w(y7t)

ot w Ot at \ v*(t) ot

bl (O o B (VO ),
= A 20 (D) <1 u >A T (1 2 )A Tenn®

+ A(u,v,t) + cow (

u+my  u(t)
w4+ mo u*(t) + my

with A(u,v,t) defined as in (3.12).
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Hence, taking the no-flux boundary conditions into account, we have

0H

V() = —dy
(t) o, 01
di(t) / < U*(f)> da(t) / < ’U*(t))

=A——7— 1-— Audy + 1 B——+—"— 1— Avdy
Pt (t) Ja, u T prt)r(t) Ja, v
ds(t)

+C2 B A’U.)dy+ A(u,v,w,y,t)dy
P2(t) Ja, Q0
dl(t)/ |Vul? dz(t)/ Vol

=-A dy— B dy + C(u,v,w,y,t)dy
Pp2(t) Jo, u? ' P*(t) Jo, v? Q0 ( )

S C(uavvw7y?t) dy
Qo

where

u+myp  u(t)
t)y=A t —§o(t) — .
Clu v, 0t) = A t) 4 ez (20— )

Since (3.11) and (4.6) hold true, as in the proof of Theorem 3.2, there exists
k > 0 such that

Au,v,t) < —k((u — u*(t))2 + (v— v*(t))Q).

Consequently,

Clu,v,w,y,t) < —v((u—u*(t)* + (v = 0* (1)) + w?)
esw (u +m wt(t) 52(t)> ’ (4.7)

u+ ma u*(t) + my

where v = max{k, co}.
We claim that, under assumption (4.3),

u+mg  ut(t)
u+ mo u*(t) + my

—d2(t) < 0.
In fact, if m; < mo, then

u+my  u(t) u*(t)
< < 0a(t).
w4+ mgur(t) +my — ur(t) +m 2(t)

On the other hand, if m; > mo, then

u+my  u(t) my  u*(t)
u+mout(t) +my  mout(t) +my

< 0o (t)
Summing up, from (4.7) we get that

C(u,v,w,y,t) < —v((u—u*(t)? + (v —v*(t))* + w?),

15



so that
V() < —V/Q (1 = (0)2 + (v — v* ()2 + w?) dy.

Integrating from ¢ to t,

K * 2 * 2 2 T T .
”/f ds </QO((uu ()2 + (0 — 0" (£)% + w )dy> <V@)=V(t) < V() < +oc;

thus oo
/ ds </ (u—u*(t)* + (v —v*(t)* + w?) dy> < 400
t Qo
and, consequently (see [31, Lemma 2.1]),

tliinoo lu(-t) — U*(t)“LQ(Qo) = tiigloo loC:st) = (t)HLZ(QO) (4.8)
= lim flw(-,2)]|L2() = 0

t——+o0

Let p > max{n, 2}; then the Sobolev inequality ([28]) yields that, for (y,t) €
ﬁo X R+7

wmw—meS/

Qo

IU@J)—uWﬂWdy+l/ IV (uly, 1) — (1)) P dy
o (4.9)
§qAJM%O—qu%w+Q/JVwmﬂ—quP@-

Moreover,

lim [ [V(u(y,t) —u*(t))|* dy = 0;

t—o0 Qo

in fact, multiplying by u — u*(¢) the first equation in (2.4) and integrating over
Qp, there exists ¢ > 0 such that

d1 (t) —ut 2
&wl%wwww () dy
<y [, w0 @R e [ - 0Py

From this, (4.8) and (4.9), it follows that t_l}gl |u(y,t)—u*(t)| = 0 uniformly

w.art. y € Q. Arguing in the same way, this time multiplying the second

equation in (2.4) by (v — v*(t)), one gets . ligl [v(y,t) — v*(t)] = 0 uniformly
— 400

w.r.t. y € Q. O

Remark 4.1. We can use the same methods developed in Sections 8 and 4 to
find sufficient conditions in order to achieve the extinction of predator v and
the persistence of species u and w.
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5 The autonomous case

We now consider the case of the autonomous system (1.2), acting on a fixed
domain 2. We prove that the general sufficient conditions for the asymptotic
behaviour of the solutions introduced in Theorem 4.2 can be replaced by simple
inequalities involving the coefficients of the system.

So, from now on, we consider system (1.2) subject to Neumann boundary

conditions 5 9 5
u v w .
871’1 = ain = 8711 =0in 3Q><]O,+oo[,
and initial conditions

U(J;?O) = <P1(33)a U(J?,O) = <102('7;)7 U)(QL‘,O) = @3(x) z €1,

where all the coefficients are supposed to be strictly positive constants and
wi(x) € C?(Q) N C(Q), pi(x) > 0, but not identically zero, for every z € €,
i=1,2,3.

If w(x,t) =0, then (1.2) turns into

au:dlAu—i—u(a—u— av )

E u -+ mq
(5.1)

Ov u

— =d2A —bi—v|.

ot 2 erv(u—&—ml ! U)

We first focus on the corresponding ODE differential system
et
v =ula—u-—
U+ mq

(5.2)

The prey isocline of system (5.2) is the parabole

. (a—u)(u—I—ml).

2
It has vertex at the point V' (“;;"1, %) and intersects the v-axes at “C—nl“

The predator isocline is the curve

U
v = — bl,
u -+ mq
which is strictly increasing for u > 0.
Under the assumption

a
>b 5.3
at+my ~ " (5-3)

system (5.2) has a unique positive equilibrium (u*,v*), u* < a. From now on,
we shall assume (5.3) holds true.

17



Set

and assume

Note that (5.4) obviously holds true if “7** > 1 since v; < 1.
Putting
Uy = a

and arguing as in Theorem 3.1, if (u(t),v(t)) is a positive solution to (5.2), for
sufficiently large t,
u(t) <wup and v(t) < wvy.

Moreover, setting
C1V1

up=a— —— >0
m1
and assuming that
U2
— > by, 5.5
e (5.5)

we deduce the existence of ¢ > 0 such that, for ¢ > ¢,

u(t) > ug and v(t) > vy,

where v = Mfml — by.

The next theorem (see Theorem 3.1) shows that assumptions (5.4) and (5.5)
ensure the existence of a compact region in the first quadrant of R? such that
every solution of system (5.2) will eventually enter and stay in that region.

Theorem 5.1. Under assumptions (5.4) and (5.5), the rectangle
R = [ug,ul] X [Ug,vl] (56)

is invariant for (5.2) and (u*,v*) € R. Moreover, for any positive solution
(u(t),v(t)) to (5.2) there exists t > 0 such that

(u(t),v(t)) € R fort >t.

Our next aim is adding to (5.4) and (5.5) a suitable condition providing the
global attractivity of the equilibrium point (u*,v*) for the reaction—diffusion
system (5.1).

Theorem 5.2. Assume that (5.4) and (5.5) hold true and further suppose that

C1U1 > a — mq

Ug = a4 —

s (5.7)

Then (u*,v*) attracts all positive solutions to (5.1).

18



Proof. In order to prove our statement, we use the Lyapunov method.
Let (u(y,t),v(y,t)) be a positive solution to (5.1). Consider the Lyapunov

function

V(t):/QH(u,v) dy,

where H(u,v) is defined by

* u/u* 1 v/v* 1
H(u,v):ﬂ/ (1—) dz—i—clv*/ <1—) ds.
1 z 1 s

my + u*

The rectangle R (see (5.6)) is an invariant region also for (5.1), since, by
Theorem 5.1, it is invariant relative to underlying dynamical system (5.2).

Moreover, as proved in Theorem 4.1, there exists ¢ > 0 such that, for ¢t > ¢,
(u(y,t),v(y,t)) € R. For this reason, we restrict our investigations to this

region. In particular, for ¢ > ¢,
OH  m1 wu—u*0u v —v* v

E_ml—ku* u Ot “ v Ot

*

M1 u-u (dlAu+u(a—u— av ))
mi;+u*t  u U+ mq

*

+Clv—v (dgAU—‘r’U( Y —b1—v>).
v U+ my

Hence, by using the Neumann boundary conditions,

V'(t)= mldl*/ <1u> Audercldg/ <1U) Avder/ Ay, t)dy
mi+u* Jqo u Q v Q

dyu* ? ’
_ mudiu |Vul dy—01d2’0*/ Vol dy+/A(y7t) dy,
Q Q

 omg tur u2 v?2
? (5.8)
where
Ay, H)= (ufml —u*fm1> ((a=w)(umi)—(a=u) (u" +my)) —e1(v - ())
5.9

We claim that

(u +Um1 T fm1> ((a —u)(u+my) — (a—u*)(u* +mq1)) <0. (5.10)

In order to prove (5.10), we point out that, if u(y,t) < u*, we have

*

“ Y <0and (a—u)(utm) - (a—u*)(u* +m) >0

U+ mq u* +mq

while the opposite happens if u(y,t) > u*. In fact, the function

x>0
xr +mq
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is strictly increasing, and the function

x>0 (a—x)(x+mq)

a — M1y

is strictly decreasing for x > . Since (5.7) holds true, by Theorem 5.1,

u(y,t) > 4™ for all y € Qp and t > £, so that (5.10) is verified.

We conclude that (see (5.9)),

/ Ay, t)dy < 0.
Q

Taking this and (5.8) into account, we have that V'(¢) < 0 and this completes
the proof (see [14]). O

Remark 5.1. Condition (5.7) in Theorem 5.2 is superfluous whenever my > a.

Going back to the diffusive predator-prey system (1.2), we want to answer
some biological questions. Under what conditions would only one species of
predators survive? How to determine the limiting behavior of the surviving
predator and its prey?

The answer to the first question is given by the next theorem, that is a direct
consequence of (4.4).

Theorem 5.3. Let a

bo. 5.11
a+m2< 2 ( )

Then any positive solution (u(y,t),v(y,t),w(y,t)) to (1.2) satisfies

lim w(y,t) = 0 uniformly with respect to y € Q.

t—+o00

To analyze the local stability of (u*,v*,0), we make use of the linearized
stability technique.

Theorem 5.4. Assume that (5.11) holds true. If, in addition,

a—m
ut > 44754l, (5.12)
then (u*,v*,0) is an asymptotically stable solution to system (1.2).

Proof. Let us rewrite system (1.2) in vectorial form as

%:DAerF(Z),
where
u(a— av czw)
d 0 0 u -+ mq U+ mo
z=|v]|,D=10 do 0], F(z)= v Y blv>
w 0 0 ds v m
w —bg—w)
U+ mo
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It is well known (see [7]) that the solution (u*,v*,0) is asymptotically stable
for (1.2) if z = 0 is asymptotically stable for the linearized system

0
a—j = DAz + Az, (5.13)
where A = J(u*,v*,0) and J(u*,v*,0) denotes the Jacobian matrix of F' at
(u*,v*,0).
Since
(a —u*)(u* +mq) = cv*
u*
———— =bi+v7,
u* + mq
we obtain
() 2w)
u* +my u* +my u* +me
miv
A= — —v* 0
(u* + mq)? §
0 0 L
u* + moy

The zero solution is (globally) asymptotically stable for (5.13) if, for every
n € N, the eigenvalues of matrix A — A\, D have negative real parts, where
0=X <A <...< A, <...are the eigenvalues of (—A) subject to Neumann
boundary conditions (see [7]).

We notice that

u* ciu® cou*
— —2u*)—=Ady  — -
u*+mq ((a m1)* Y ) ntl u*+mq u*+meo
miv
A-N\,D= —_— *—And 0
An (u*+mq)? T i}
U
0 0 —by— A\ d
w1 2 nt3
and its eigenvalues are #m? — by — A\, d3 and the eigenvalues of the matrix
u* cu*
_— — —2u*) — Apydy, ————
o U*erl((a my) — 2u*) — Apdy -
o _mvT © And
o —
(u* +mq)? 2
*
Using (5.11), one gets v by — Apds < 0. In addition, under assumption

u* + meo
(5.12), B, has negative trace and its determinant

dgu*

Ndydy + M\, (dlv* + (2u* — (a — ml))>

cymiu*v* uw*v* (2u* — (a — my)
(u* +mq)3 (u* +my)

u* +mq

>0,

so that matrix B, has eigenvalues with negative real part, and this complete
the proof. O
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Under assumption (5.11), regarding w as a known function, the system for
the components u and v admits as associated limiting system just (5.1). This
will be the main argument in next theorem.

Theorem 5.5. Assume that (5.4), (5.5), (5.7) and (5.11) hold. Then, for any
(u(y,t),v(y,t), w(y,t)) positive solution to (1.2),

Jm u(y,t) —u'| = lm fo(y,t) —o*| =0

and
dim w(y,t) =0
uniformly with respect to y € Q2.

Proof. By Theorem 5.3, w(y,t) vanishes at infinity uniformly with respect to
y € Q. As a consequence, the Neumann problem

aq‘:dlAu—i—u(a—u— av )— ey
ot u+ my U + meo
ov u

— = dsA — b —

ot 2 U+v(u+m1 ! U)
0w,

on oN=— 7811 o0

endowed with positive initial conditions, is asymptotically equivalent to (5.1).
Hence, applying Therem 5.2, we get the assertion. O

Remarks 5.1.

1. Note that the stability hypothesis (5.12) is less stringent than inequality (5.7).
2. Arguing as we have done throughout Section 5, it is easy to determine suffi-
cient conditions that guarantee the extinction of predator v and the persistence
of u and w.

6 Conclusion

The paper discusses a predator—prey model consisting of a single prey species u
and two predator species v and w with functional response of Holling-type II. We
assume that the prey and predators are spatially inhomogeneous and, taking the
effect of diffusion into account, we consider a reaction—diffusion system endowed
with homogeneous Neumann boundary conditions. This means that there is no
population flux across the habitat boundary.

We focus our attention on seasonal changes of the environment taking time-
periodic growth rates for the species and periodic diffusion coefficients. The
habitat is an evolving domain 2, C R™, n > 1, which is spatially isotropic and
time-periodic with evolution function p(t). Note that p(¢) = 1 for fixed domains.
This class of evolving domains is described in details in Section 2.
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The above features lead to a model in the form
0 't dq(t
Ou  p(t) _ ;( )
ot p(t)  pA(t)

ov Pt _ da(t)
ot p(t)  p2(1)

/
w | P, _ dslt)
ot p(t) p*(t)
on the domain ;, where n is the spatial dimension. The explicit expression for
the functions f, g, h is given in (2.3).

From a mathematical point of view, the effect of an evolving domain (of our
type) in place of a fixed domain is concentrated in the link between a(t) and
~(t) (growth rate for the prey) and between b;(t) and 6;(t) (growth rates for the
predator population), as provided by (2.5).

Indeed, the “new” growth rates depend also on p(t), its variation p’(t) and
the space dimension n. In spite of this relevant modification, the mean values
of the growth rates do not change, as pointed out in (2.6).

As a consequence, the periodic solutions u*(t) and v*(t), found in Theorem
3.1, can be very different with respect to the case p(t) = 1, but all the results
provided in Section 3, concerning the existence of u*(¢) and v*(¢) and their
attractivity, through the presence of an invariant section X(¢), are not deeply
influenced by the evolution in time of the domain.

Also, the extinction of the predator species w(t) requires only a condition
in average form (inequality (3.15)). On the contrary, hypotheses (3.11) and
(4.3) for the global asymptotic stability of the solution (u*(t),v*(t),0) strongly
depend on p(t), p/(t) and n since they have form of pointwise inequalities. Hence
our main result, Theorem 4.2, is highly influenced by the domain fluctuation.

The statement of Theorem 4.2 also implies the following property: in system
(2.3) the presence of factor p%(t) in the diffusion coefficients does not influence
the uniform distribution of population, as ¢ goes to infinity.

Finally, the results of Section 5 clearly show how the investigation of a preda-
tor—prey model of type (1.2) becomes more demanding when the environment
and the habitat are time-dependent as supposed for system (1.3).

Future possible developments in the studies carried out in the present paper
could involve different kinds of functional responses, such as the Buddington-
DeAngelis functional response, that takes into account the competition between
the two predator species. It would also be interesting to apply the methods
developed in this work in the context of epidemiological models.

Au+ uf(t, u,v,w)

Av + vg(t, u,v)

Aw + wh(t, u,w),
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