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Abstract. In this paper we introduce a class of noncommutative (finitely

generated) monomial algebras whose Hilbert series are algebraic functions. We
use the concept of graded homology and the theory of unambiguous context-

free grammars for this purpose. We also provide examples of finitely presented

graded algebras whose corresponding leading monomial algebras belong to the
proposed class and hence possess algebraic Hilbert series.

1. Introduction

There are few tools in mathematics which have the same applicability, ubiq-
uity and beauty as the generating functions. Their study is essential, for instance,
for algebra, combinatorics and theoretical computer science. Indeed, it is gener-
ally easier to determine the generating function of a numerical sequence than its
closed formula and by means of such function one can obtain important data as the
asymptotics of the sequence.

Undoubtedly, the most useful generating functions in Algebra are the Hilbert se-
ries (or growth series) of graded and filtered structures. Among their applications,
we mention the possibility to bound Krull dimensions (via GK-dimensions) and ho-
mological dimensions, as well as their use to characterize the existence of Polynomial
Identities, Noetherianity, Koszulness and other remarkable properties of algebras
(see, for instance [15, 26]). It was Hilbert himself who proved that (finitely gen-
erated) commutative algebras have always rational series, but the study of Hilbert
series of noncommutative structures was started much later and their behaviour
was proved to be wild.

A first result in 1972 is due to Govorov [8] who proved that finitely presented
monomial algebras have rational Hilbert series. He also made the conjecture that
all finitely presented graded algebras have rational series, but a couple of counterex-
amples were found by Shearer [23] in 1980 and Kobayashi [12] in 1981. We remark
that the corresponding non-rational Hilbert series were algebraic functions, that is,
roots of polynomials with coefficients in the rational function field. At the same
time, classes of universal enveloping algebras with trascendental Hilbert series were
also discovered (see, for instance, [26]). Note also that finitely presented algebras
whose growth is intermediate have necessarily transcendental series. Examples of
such algebras have been recently introduced by Koçak [13, 14].
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Another important class of algebras having rational Hilbert series is the class of
automaton algebras which was introduced by Ufnarovski in [25] (see also [20]). In the
theory of formal languages of theoretical computer science, the regular languages
are the ones that are recognized by finite-state automata and it is well-known
that such languages have rational generating functions (see, for instance, [16]).
Accordingly, the set of normal words of an automaton algebra is by definition a
regular language. One proves easily that automaton monomial algebras include
finitely presented ones and hence the Govorov’s rationality theorem can be seen as
a consequence of a general result from the theory of formal languages.

Recently, in the papers [18, 19] we have proposed algorithms for the the com-
putation of the rational Hilbert series of an automaton algebra which are also
implemented in Singular [6]. These procedures are based on the iteration of a
colon (right) ideal operation and hence they generalize previous methods (see, for
instance, [10]) for the computation of Hilbert series of commutative algebras. At
the same time, these algorithms for automaton algebras can be viewed as an appli-
cation of the Myhill-Nerode theorem for regular languages (see [7]) in the context
of noncommutative algebras.

Another fundamental approach to the computation of Hilbert series consists in
determining such series by means of the homology of a graded algebra. In the
commutative case, this essentially corresponds to obtain the Hilbert series via the
computation of syzygies which was, in fact, the original method of Hilbert. In the
noncommutative case, the homology of monomial algebras was initially studied by
Backelin [2] and later extended by Anick [1] to general (associative) algebras. An
implementation of effective methods to compute these combinatorial structures can
be found in [3, 5]. For alternative methods to compute graded homology see also
[17]. The minimal generating sets defining the homology of a monomial algebra
are parametrized by (possibly infinite) sets of words which are called “chains”.
Therefore, a monomial algebra is associated to a sequence of chain languages in a
natural way and the corresponding Hilbert series can be obtained by the generating
functions of such languages whenever these functions can be computed.

We introduce homology in Section 2 and in Section 5 we prove that automaton
algebras have regular chain languages by using a result of Govorov [9]. Therefore,
the rational Hilbert series of such algebras can also be obtained by the generating
functions of their chain languages which are computed by solving a linear system
over the rational function field according to Myhill-Nerode theorem.

With the aim of generalizing this result to algebraic Hilbert series, we introduce
in Section 3 and Section 4 some fundamental concepts of theoretical computer sci-
ence such as unambiguous context-free grammars and languages. By means of a key
result of Chomsky-Schützenberger for such languages (see, for instance, [16]) it is
well-known that a corresponding generating function is a root of a univariate poly-
nomial obtained by eliminating over a system of algebraic equations corresponding
to the rules of the grammar which generates the unambiguous language.

In contrast with the automaton case, we see in Example 5.4 that there are
monomial algebras whose chain languages are generally not context-free even if
they are defined by an unambiguous context-free set of relations. For this reason,
we introduce in Section 6, the notion of (homologically) unambiguous algebra which
is a monomial algebra whose chain languages are all unambiguous. In the case of
finite global dimension, we obtain that such algebras have computable algebraic
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Hilbert series. For the elimination process one may use the computation of a
(commutative) Gröbner basis with respect to an elimination monomial ordering.
In the same section, we prove that there are large classes of unambiguous algebras.
We also show that some of them have infinite global dimension but computable
algebraic series.

In Section 7, we illustrate some examples of unambiguous monomial algebras
with detailed computations of their algebraic Hilbert series. In Section 8, we also
give some examples of finitely presented graded algebras whose corresponding lead-
ing monomial algebras are homologically unambiguous. Then, we compute the
algebraic Hilbert series of these algebras. Our main example is a quadratic monoid
algebra such that the minimal set of relations of the associated monomial algebra
is a language related to the Dyck words of balanced brackets.

Finally, in Section 9 we conclude and propose some suggestions for further de-
velopments of the theory of non-rational Hilbert series.

2. Monomial algebras and their homology

Let K be any field and let X = {x1, . . . , xn} be any finite set. We denote by
X∗ the free monoid generated by X, that is, the elements of X∗ are words on the
alphabet X. Consider F = K⟨X⟩ the free associative algebra generated by X,
that is, F is the vector space which has X∗ as a K-linear basis. The elements of
X∗ are also called noncommutative monomials and the elements of F are called
noncommutative polynomials in the variables xi ∈ X. If w = xi1 · · ·xid ∈ X∗,
we put |w| = d, that is, |w| is the length of the word w. The standard grading
F =

⊕
d≥0 Fd of the algebra F is hence obtained by defining Fd ⊂ F as the

subspace generated by the set {w ∈ X∗ | |w| = d}. Any finitely generated algebra
with n generators is clearly isomorphic to a quotient algebra F/I where I is a
two-sided ideal of F . The ideal I is called a monomial ideal if I is generated by a
subset L ⊂ X∗. In this case, we say that L is a monomial basis of I. A monomial
basis L ⊂ I is called minimal if L is an antichain of X∗, that is, v is not a subword
of w, for all v, w ∈ L, v ̸= w. It is well-known that minimal monomial bases are
uniquely defined for all monomial ideals. Owing to non-Noetherianity of the free
associative algebra F , note that such bases are generally infinite sets. The (finitely
generated) algebra A = F/I is called a monomial algebra if I is a monomial ideal.
To simplify notation for the quotient algebra A, we identify words with their cosets
and hence a K-linear basis of A is given by the set of normal words N(I) = X∗ \ I.
Let L1 ⊂ X∗ be the minimal monomial basis of I and assume that L1 ⊂ (X+)2

where X+ = {w ∈ X∗ | |w| ≥ 1}. Then L0 = X is a minimal generating set of the
monomial algebra A. In other words, the sets L0, L1 define a minimal presentation
A = ⟨L0 | L1⟩. The elements of L0 and L1 are respectively called the 0-chains and
1-chains of the monomial algebra A. According to theoretical computer science,
any subset L ⊂ X∗ is called a (formal) language. Then, the subsets L0, L1 ⊂ X∗

are languages which are uniquely associated to a monomial algebra A. We show
now that there are other languages which correspond uniquely to A. Precisely, we
consider the graded homology of a monomial algebra.

Let A = F/I be a monomial algebra such that L1 ⊂ (X+)2 is the 1-chain
language of A. We consider the subspace KL0 ⊂ F that is generated by L0 = X
and the (vector space) tensor product KL0 ⊗ A over the field K. We can clearly
endow KL0 ⊗ A with the structure of right A-module and in fact this is a free
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module with basis {xi ⊗ 1 | xi ∈ L0}. We can consider hence the right A-module
homomorphism

φ0 : KL0 ⊗A → A, xi ⊗ 1 7→ xi.

Note that φ0 is a homogeneous map with respect to the standard grading of the
tensor product KL0 ⊗ A, that is, |xi ⊗ w| = |xi| + |w| = 1 + |w|, for all xi ∈ L0

and w ∈ N(I). The image of this map is clearly the right (in fact two-sided) ideal
Imφ0 = ⟨x1, . . . , xn⟩ ⊂ A and therefore we have the graded (right A-module) exact
sequence

L0 ⊗A → A → K → 0.

The graded augmentation map A → K is clearly defined by composing the canonical
surjection A → A/Imφ0 with the canonical isomorphism A/⟨x1, . . . , xn⟩ → K.
Recall that the variables xi ∈ L0 are called the 0-chains of A. The minimal basis
for the (monomial) right A-module Kerφ0 is immediately obtained from the 1-chain
language L1 as the set

L̄1 = {xi ⊗ t | w = xit ∈ L1, xi ∈ L0, t ∈ N(I)}.

Consider the free right A-module KL1 ⊗A with basis {w⊗ 1 | w ∈ L1}. By means
of the right A-module homomorphism

φ1 : KL1 ⊗A → KL0 ⊗A,w ⊗ 1 7→ xi ⊗ t

one obtains therefore the exact sequence

KL1 ⊗A → KL0 ⊗A → A → K → 0.

Observe that φ1 is also a homogeneous map and hence we have a graded exact
sequence. This sequence can be further extended in the following way.

Let w,w′ ∈ L1 (possibly w = w′) such that wu = vw′ with u, v ∈ X∗ and
|u| < |w′|, |v| ≥ 1. If w = xit where xi ∈ L0, t ∈ N(I), we have that w′ is a subword
of tu, that is, tu ∈ I and therefore

φ1(w ⊗ u) = xi ⊗ tu = 0.

In other words, the element w⊗ u ∈ KL1 ⊗A belongs to Kerφ1. One proves easily
that

L̄′
2 = {w ⊗ u | wu = vw′, w, w′ ∈ L1, u, v ∈ X∗, |u| < |w′|, |v| ≥ 1}

is a basis of the (monomial) right submodule Kerφ1 ⊂ KL1 ⊗ A. Observe that
L̄′
2 is generally not the minimal basis of Kerφ1 because we may have two elements

w⊗u,w⊗u′ such that uv = u′, for some v ∈ X∗. Then, consider the minimal basis
L̄2 obtained from L̄′

2 by discarding redundant generators and define the language

L2 = {wu | w ⊗ u ∈ L̄2}.

Clearly, we may define the homogeneous right A-module homomorphism

φ2 : KL2 ⊗A → KL1 ⊗A,wu⊗ 1 7→ w ⊗ u

and hence the graded exact sequence

KL2 ⊗A → KL1 ⊗A → KL0 ⊗A → A → K → 0.

The elements of L2 are called the 2-chains of A. One has possibly L2 = ∅ and hence
KL2⊗A = 0. In this case, the minimal monomial basis L1 is called combinatorially
free.
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If L2 ̸= ∅, we can continue in this process of defining a minimal (graded) free
right A-module resolution of the base field K

(1) . . . → KLi+1 ⊗A → KLi ⊗A → . . . → KL0 ⊗A → A → K → 0.

The general map φi+1 : KLi+1 ⊗A → KLi ⊗A of this resolution can be defined in
the following way. We look for a minimal monomial basis of the right submodule
Kerφi ⊂ KLi ⊗ A. Let w = st ∈ Li where s ∈ Li−1 and t ∈ N(I), that is,
φi(w) = s⊗ t. We call s the prefix (i− 1)-chain and t the tail of the i-chain w. Let
w′ ∈ L1 and assume that wu = vw′ with u, v ∈ X∗ and |u| < |w′|, |v| ≥ |s|. We
have clearly that w′ is a subword of tu, that is, tu ∈ I and hence

φi(w ⊗ u) = s⊗ tu = 0.

In other words, the element w ⊗ u ∈ KLi ⊗ A belongs to Kerφi. Indeed, one has
that

L̄′
i+1 = {w ⊗ u | wu = vw′, w = st ∈ Li, w

′ ∈ L1, u, v ∈ X∗, |u| < |w′|, |v| ≥ |s|}

is a basis of the (monomial) right submodule Kerφi ⊂ KLi ⊗A. We consider then
the minimal basis L̄i+1 obtained from L̄′

i+1 and we define the language

Li+1 = {wu | w ⊗ u ∈ L̄i+1}.

We have obtained therefore the required homogeneous right A-module homomor-
phism

φi+1 : KLi+1 ⊗A → KLi ⊗A,wu⊗ 1 7→ w ⊗ u.

Observe that the elements wu such that w⊗u ∈ L̄′
i+1 are sometimes called (i+1)-

prechains of A. The set Li+1 is called the (i+ 1)-chain language of A. Since L̄i+1

is the unique minimal monomial basis of Kerφi, we have that Li+1 is uniquely
associated to A, for all i. Then, we introduce the notation Li(A) for the i-chain
language of the monomial algebra A.

The resolution (1) is called the (graded) homology of the monomial algebra A. In

fact, by putting L−1 = 1, that is, KL−1 = K, we have that TorAi (K,K) and KLi−1

are isomorphic graded vector spaces, for i ≥ 0. For a reference to the concept of
Tor functor, we refer to [26]. In general, the homology has not a finite length. If,
instead, one has a finite resolution

0 → KLk ⊗A → . . . → KL1 ⊗A → KL0 ⊗A → A → K → 0

we call the integer gl.dim(A) = k+1 the global (homological) dimension of A. Both
for finite or infinite global dimension, observe that if L1 is a finite language then
all other languages Li are also finite. We will see in Section 5 that this property
can also be extended to some good class of infinite languages.

3. Context-free grammars

A fundamental way to define infinite languages is via recursion. In theoretical
computer science, this is formalized by the notion of (formal) grammar. Since in
this paper we are mainly interested in computing algebraic generating functions of
languages, we restrict ourselves to consider context-free grammars (see Theorem
4.2). Consider [7, 11, 16] as general references for the results contained in this
section.
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Definition 3.1. A context-free grammar, briefly a cf-grammar, is a quadruple
G = (V,X, P, S), where V,X are finite sets, P is a finite subset of V × (V ∪X)∗

and S ∈ V . An element (A,α) ∈ P is usually denoted as A → α where A ∈ V and
α is a word on the alphabet V ∪X. An element A → α is called a production or
a rule of the grammar G. The elements of V are called variables or nonterminals
and the elements of X are called terminals. The distinguished variable S ∈ V is
called the start variable. If there are different productions A → α1, . . . , A → αk for
the same variable A, one uses the compact notation A → α1 | . . . | αk.

For the convenience of readers, who may not be familiar with theoretical com-
puter science, we provide immediately an example to let them enter into the idea
behind the formalism. As in the previous section, let X = {x1, . . . , xn}. If
w = xi1 · · ·xid ∈ X∗ (d ≥ 0), we denote wR = xid · · ·xi1 . A word such that
w = wR is called a palindrome. Then, consider the language of all palindromes
L = {w ∈ X∗ | w = wR}. It is clear that 1, xi ∈ L and xiLxi ⊂ L, for any xi ∈ L.
In fact, the language L has the following recursive structure

L = {1} ∪ {x1} ∪ . . . ∪ {xn} ∪ x1Lx1 ∪ . . . ∪ xnLxn.

Then, if V = {S} and

P = {S → 1 | x1 | . . . | xn | x1Sx1 | . . . | xnSxn},
the language L may be represented as the cf-grammar G = (V,X, P, S). Actually,
this is a very simple example where recursion involves a single language and hence
the grammar needs only the start variable. In general, recursion may be more
involved relating different languages, that is, V may contain many variables.

Note that beside the understanding of a cf-grammar as a recursion process defin-
ing a language, there exists another viewpoint which is predominant in computer
science. This consists in considering a production A → α as a rewriting rule where
the variable A is rewritten as the word α. Starting with the variable S, one iterates
this rewriting process for all variables (nonterminals) occurring in the current word
untill we obtain a word whose letters are all terminals. This way to obtain the
language from the cf-grammar is called “derivation”. Consider, for instance, the
language of palindromes L = {w ∈ X∗ | w = wR}. As an example of derivation, we
can rewrite S by the word x1Sx1 (S → x1Sx1) which can be rewritten to x1x2Sx2x1

(S → x2Sx2) and finally to x1x2x1x2x1 (S → x1) which is a palindrome. One can
obtain all words of the language L by means of such derivations.

Definition 3.2. Let G = (V,X, P, S) be a cf-grammar and let v, w ∈ (V ∪ X)∗.
We denote v → w if v = pAq,w = pαq, where A → α ∈ P and p, q ∈ (V ∪X)∗. A
derivation from v to w of length k (k ≥ 1) is a sequence (v0, v1, . . . , vk) of words of

(V ∪X)∗ such that vi−1 → vi and v = v0, w = vk. In this case, we write v
k→ w.

Moreover, we put v
0→ v. We denote v

∗→ w if v
k→ w, for some k ≥ 0. The

cf-language generated by G is by definition

L(G) = {w ∈ X∗ | S ∗→ w}.

Among derivations, there are some canonical ones that are sufficient to generate
a cf-language.

Definition 3.3. Let v
∗→ w be a derivation, that is, v = v0 → v1 → . . . → vk = w.

If, for any derivation step vi → vi+1, the variable in the word vi that is rewritten
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by a production is exactly the leftmost occurrence of a variable in vi, then we call

v
∗→ w a leftmost derivation and we denote it as v

∗→L w.

To provide an example of a leftmost derivation, consider the Dyck grammar
G = (V,X, P, S) where V = {S}, X = {x, y}, P = {S → 1 | xSyS}. If one
understands the terminals x, y as a left and a right bracket, we have that L(G)
is the language of words of balanced brackets. One has the following leftmost
derivation

S → xSyS → xyS → xyxSyS → xyxyS → xyxy.

In Section 4, we will see that a fundamental property which allows to count the
words of a cf-language is the following one.

Definition 3.4. A cf-grammar G is called unambiguous if for any word w ∈ L(G),

there is a unique leftmost derivation S
∗→L w. In other words, one has a bijection

between the cf-language L(G) and the set of leftmost derivations {S ∗→L w | w ∈
L(G)}.

Note that different cf-grammars may define the same cf-language. So, a cf-
language may be defined both from an ambiguous and an unambiguous cf-grammar.
In fact, there are cf-languages where all corresponding cf-grammars are ambiguous.
These cf-languages are called inherently ambiguous. All other cf-languages are
called unambiguous.

In the class of unambiguous cf-languages we find the regular languages that can
be defined in terms of cf-grammars in the following way.

Definition 3.5. A cf-grammar G = (V,X, P, S) is called regular or right linear
if all productions are of type A → 1 or A → xiB, where A,B ∈ V, xi ∈ X. The
corresponding cf-language L(G) is called a regular language.

By the right linearity of productions, regular languages are clearly unambiguous
ones. Moreover, finite languages are regular ones. The regular languages can be
characterized in different ways. An important characterization is provided by the
Myhill-Nerode theorem. To state this theorem, we have to introduce the following
notions.

Definition 3.6. Let X = {x1, . . . , xn} and consider L ⊂ X∗ and w ∈ X∗. We
define the right quotient of the language L by the word w as the language

w−1L = {v ∈ X∗ | wv ∈ L}.
Moreover, we put Q(L) = {w−1L | w ∈ X∗}.

Theorem 3.7 (Myhill-Nerode). The language L is regular if and only if Q(L) is
a finite set.

Note that w−1v−1L = (vw)−1L, for all v, w ∈ X∗ and 1−1L = L. Then, Q(L) is
the smallest set of languages containing L such that x−1

i L′ ∈ O(L), for all L′ ∈ Q(L)

and for any xi ∈ X. Moreover, one has clearly that L = x−1
1 L ∪ . . . ∪ x−1

n L ∪ C,
where

C =

{
{1} if 1 ∈ L,
∅ otherwise.

The above theorem provides hence a procedure to construct a regular grammar
generating a given regular language. Such grammar is minimal with respect to the
number of productions.
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Algorithm 3.1

Input: L, a regular language.
Output: G, a (minimal) regular grammar s.t. L(G) = L.
N := {L};
Q := {L};
V := {A1};
while N ̸= ∅ do

choose L′ ∈ N ;
N := N \ {L′};
k := the position of L′ in Q;
if 1 ∈ L′ then

P := P ∪ {Ak → 1};
end if ;
for all 1 ≤ i ≤ n do

L′′ := x−1
i L′;

if L′′ /∈ Q then
N := N ∪ {L′′};
Q := Q ∪ {L′′};
V := V ∪ {A#Q};

end if ;
l := the position of L′′ in Q;
P := P ∪ {Ak → xiAl};

end for;
end while;
return G = (V,X, P,A1).

Note that in the above procedure the index #Q of the variable A#Q denotes the
cardinality of the current set Q.

As an example of application of this procedure, let X = {x, y} and consider the
regular language L1 = {xmyn | m,n ≥ 0} ⊂ X∗. We have clearly that 1 ∈ L1

and x−1L1 = L1, y
−1L1 = L2, where L2 = {yn ≥ 0}. Moreover, we have that

1 ∈ L2 and x−1L2 = L3, y
−1L2 = L2 where L3 = ∅. Finally, one has that x−1L3 =

y−1L3 = L3. We conclude that Q(L) = {L1, L2, L3} and the regular grammar
G = (V,X, P, S) corresponding to L1 is defined as V = {A1, A2, A3}, S = A1 and

P = {A1 → 1 | xA1 | yA2, A2 → 1 | xA3 | yA2, A3 → xA3 | yA3}.

Observe that if we apply the above procedure to a non-regular language L, one ob-
tains an infinite set of right quotients Q(L), that is, an “infinite regular grammar”.

There are many operations one can consider among languages. The regular
languages are closed with respect to almost all of them but general cf-languages are
closed only for some of them.

Definition 3.8. Given two languages L,L′ ⊂ X∗, we consider the set-theoretic
union L∪L′ and the product LL′ = {ww′ | w ∈ L,w′ ∈ L′}. Moreover, one defines
the star operation L∗ =

⋃
d≥0 L

d where L0 = {1} and Ld = LLd−1, for any d ≥ 1.
The union, the product and the star operation are called the regular operations
over the languages. One also considers the set-theoretic intersection L∩L′ and the
complement Lc = {w ∈ X∗ | w /∈ L}.
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Proposition 3.9. The regular languages and cf-languages are closed under the
regular operations. The regular languages are also closed under intersection and
complement. Moreover, if L is a cf-language and L′ is a regular one then L∩L′ is
a cf-language.

In fact, regular languages can be obtained from finite languages by means of
regular operations.

Theorem 3.10 (Kleene). A language L ⊂ X∗ is regular if and only if it can be
obtained from finite languages by applying a finite number of regular operations.

For instance, the regular language L = {xmyn | m,n ≥ 0} can be obtained as
L∗
1L

∗
2 where L1 = {x} and L2 = {y}. Indeed, we may use a regular expression to

denote any element of L, namely x∗y∗.

4. Hilbert series and generating functions

Let V ⊂ F be a graded subspace of F , that is, V =
∑

d≥0 Vd where Vd = V ∩Fd.
The Hilbert series of the graded subspace V is by definition the generating function
of the sequence {dimVd}d≥0, namely

HS(V ) =
∑
d≥0

(dimVd)t
d.

In theoretical computer science, a similar notion is provided for any language L ⊂
X∗. For all d ≥ 0, put Ld = {w ∈ L | |w| = d} and denote by #Ld the cardinality
of the set Ld. The generating function of the language L is defined as the generating
function of the sequence {#Ld}d≥0, that is

γ(L) =
∑
d≥0

(#Ld)t
d =

∑
w∈L

t|w|.

If V = KL is the (graded) subspace of F that is generated by L, one has clearly that
HS(V ) = γ(L). For instance, we have that HS(F ) = γ(X∗) = 1/(1−nt). IfA = F/I
is a monomial algebra, we define its Hilbert series as HS(A) = HS(F )−HS(I). By
denoting L(I) = I ∩ X∗, we have that I = KL(I) and hence HS(I) = γ(L(I)).
Observe that if L1 ⊂ X∗ is the minimal monomial basis of I then L(I) = X∗L1X

∗.
We call L(I) the language of the monomial ideal I.

For noncommutative algebras, the sum of the series HS(A) is either a rational or
a non-rational function. The computation of this fundamental invariant is the main
goal of the present paper. Besides the rational case, we are especially interested
when the Hilbert series HS(A) = f(t) is an algebraic function, that is, f(t) is an
algebraic element over the rational function field K(t). In other words, f(t) is a root
of a commutative univariate polynomial with coefficients in K(t), or equivalently in
K[t]. In this case, the task clearly becomes to compute such a polynomial.

If A has a finite global dimension, the homology of A provides immediately a
way to compute HS(A). In fact, since we have a graded exact sequence

0 → KLk ⊗A → . . . → KL1 ⊗A → KL0 ⊗A → A → K → 0

one has immediately that

k∑
i=0

(−1)iγ(Li)HS(A)−HS(A) + 1 = 0.
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Because L0 = X, we finally obtain the formula

(2) HS(A) =

(
1− nt−

k∑
i=1

(−1)iγ(Li)

)−1

.

We conclude that the Hilbert series of a monomial algebra A is directly related
to the generating functions of the chain languages Li = Li(A). If the 1-chain
language L1 is a finite language, we have already observed that all Li are also finite
languages, that is, γ(Li) are polynomials. In this case, therefore, the Hilbert series
HS(A) is a rational function which can be immediately computed using the formula
(2). When the Li are instead infinite sets, it is important to understand if and how
one can compute their generating functions. Theoretical computer science provides
a positive answer for the class of unambiguous cf-languages.

Definition 4.1. Let G = (V,X, P, S) be an unambiguous cf-grammar where V =
{A1, . . . , Am}, S = A1, X = {x1, . . . , xn} and P = {Ai → αi1 | . . . | αiki

}1≤i≤m

where αij ∈ (V ∪X)∗. Let t /∈ V ∪X be a new variable and consider the rational
function field K(t). Moreover, consider the algebra R = K(t)[A1, . . . , Am] of the
commutative polynomials in the variables Ai ∈ V with coefficients in the field K(t).
The product of a coefficient in K(t) with a monomial of R is called a term of R. To
each production Ai → αi1 | . . . | αiki we can associate the commutative polynomial
Ai − ᾱi1 − · · · − ᾱiki

in R, where ᾱij is obtained from the word αij by substituting
each terminal xi ∈ X with the variable t and then transforming the resulting word
into a term of the algebra R. For instance, if α = A2x1A1x2A2 then ᾱ = t2A1A

2
2.

Then, denote by S(G) the following system of algebraic equations

S(G) :


A1 = ᾱ11 + · · ·+ ᾱ1k1

,
...

Am = ᾱm1 + · · ·+ ᾱmkm
.

We call S(G) the algebraic system of the (unambiguous) cf-grammar G.

Given an unambiguous cf-grammar G, observe that all variables Ai ∈ V corre-
spond to languages

LG(Ai) = {w ∈ X∗ | Ai
∗→ w}.

One has clearly that L(G) = LG(S) and all LG(Ai) are unambiguous cf-languages.
A fundamental result is the following one.

Theorem 4.2 (Chomsky-Schützenberger). Let G = (V,X, P, S) be an unam-
biguous cf-grammar as in Definition 4.1 and denote γi = γ(LG(Ai)), for any
i = 1, 2, . . . ,m. Then, the m-tuple (γ1, . . . , γm) is a solution of the algebraic system
S(G). Moreover, each γi is an algebraic function.

We refer to [16, 22, 24] for proofs of the above result. In these references one
also finds methods for computing a univariate polynomial 0 ̸= p(Ai) ∈ K(t)[Ai]
such that p(γi) = 0. Even if these general procedures are quite involved, one has a
simpler method that works for many concrete grammars. We assume the reader is
familiar with the theory of (commutative) Gröbner bases. For a complete reference
see, for instance, [10].
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Theorem 4.3. Let K′ be any field and consider the commutative polynomial al-
gebra R = K′[A1, . . . , Am]. Let I = ⟨f1, . . . , fk⟩ be an ideal of R and consider the
corresponding algebraic system

S :


f1 = 0,
...
fk = 0.

Denote R1 = K′[A1] and put I1 = I ∩ R1 which is an ideal of the univariate
polynomial algebra R1. Let G = {g1, . . . , gl} ⊂ R be a Gröbner basis of I with
respect to the lexicographic monomial ordering of R such that A1 ≺ . . . ≺ Am. If
I1 ̸= 0, there exists gi ∈ G such that gi ∈ I1. We have therefore that gi(γ1) = 0,
for all solutions (γ1, . . . , γm) of the algebraic system S.

Example 4.4. Consider the unambiguous cf-grammar G = (V,X, P, S) where
V = {S,A,B}, X = {x, y} and

P = {S → A | B,A → 1 | xAyA,B → xS | xAyB}.

This grammar generates all unambiguous expressions in the clauses “if-then-else”
(matched) and “if-then” (unmatched). We denote “if-then” with the terminal x
and “else” with the terminal y. The variable A represents the matched clauses
and B the unmatched ones. For instance, in the language L(G) we have the word
w = xyxxyy corresponding to the expression

if-then
else
if-then

if-then
else

else.

Since G is unambiguous, by Theorem 4.2 we know that the generating functions
γS = γ(LG(S)), γA = γ(LG(A)) and γB = γ(LG(B)) are algebraic ones. We show
now that we can compute the corresponding univariate polynomials pS , pA, pB with
coefficients in K(t) by means of Gröbner bases computations. Consider the ideal
I = ⟨f1, f2, f3⟩ of the commutative algebra R = K(t)[S,A,B] that is generated by
the polynomials corresponding to the algebraic system S(G), namely

f1 = S −A−B,
f2 = A− 1− t2A2,
f3 = B − tS − t2AB.

Assume char(K) = 0. With respect to the lexicographic monomial ordering of the
polynomial algebra R with S ≺ A ≺ B, we obtain the following Gröbner basis of
the ideal I

g1 = t(2t− 1)S2 + (2t− 1)S + 1,
g2 = tA− (2t− 1)S − 1,
g3 = B +A− S.

This implies that pS = g1. For A ≺ B ≺ S, we obtain the Gröbner basis

g1 = t2A2 −A+ 1,
g2 = (2t− 1)B − t2A2 + tA,
g3 = S −B −A.
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Therefore, one has that pA = g1. Finally, for B ≺ S ≺ A, we have the Gröbner
basis

g1 = t2(2t− 1)B2 + (t+ 1)(2t− 1)B + t,
g2 = (t− 1)S + tB + 1,
g3 = A− S +B.

We conclude that pB = g1. One of the roots of the polynomial pS is

γS = −2t− 1 +
√
1− 4t2

2t(2t− 1)

which admits a power series expansion having the correct (non-negative integer)
coefficients, namely

γS = 1 + t+ 2t2 + 3t3 + 6t4 + 10t5 + 20t6 + 35t7 + . . . =

∞∑
d=0

(
d

⌊d/2⌋

)
td.

In the same way, one obtains the algebraic functions γA, γB .

We conclude this section by observing that Theorem 4.2 can be clearly applied to
regular, that is, right linear grammars (see Definition 3.5), where the corresponding
algebraic systems are in fact linear ones and Gröbner bases computations are just
Gaussian eliminations over the rational function field K(t). In other words, the
generating function of a regular language is a rational function. These ideas can be
applied to monomial algebras by means of the following notion.

Definition 4.5. Let A = F/I be a monomial algebra and let L = L(I) = I ∩X∗ be
the language of the monomial ideal I. We call A an automaton (monomial) algebra
when L is a regular language.

Note that the term “automaton” corresponds to the concept of finite-state au-
tomata which are the recognizer machines of regular languages. By the closure
properties of regular languages of Proposition 3.9, one has that A is an automaton
algebra if and only if the normal words language N(I) = X∗ \L(I) is a regular one.
Moreover, in Section 5 we will prove that the automaton property is also equivalent
to require that the 1-chain language L1(A) is a regular language.

Observe now that if A = F/I is an automaton algebra then HS(A) is a rational
function which can be computed in the following way. If L = L(I), we have clearly
that HS(A) = 1/(1 − nt) − γ(L). Since L is a regular language, one has that
Algorithm 3.1 computes a (minimal) regular grammar G generating L and hence
the corresponding linear system S(G). By solving such system, we obtain finally
the rational function γ(L) and hence HS(A). An improved version of this method
can be found in [18] and [19] where an efficient implementation in Singular has
also been provided. The improvement essentially consists in obtaining the elements
of Q(L) by means of computations over the minimal monomial basis L1(A) ⊂ I.

A cf-grammar G is called linear if the right-hand sides of productions are linear
with respect to nonterminals. It is important to note that a cf-grammar may be
linear without being right linear, that is, regular. In this case, the Myhill-Nerode
approach fails to find the rational generating function of the language L = L(G)
because the set Q(L) is infinite, but Chomsky-Schützenberger’s algebraic system
S(G) fits for purpose when G is unambiguous. As an example, consider again the
palindromes language L whose unambiguous linear grammar G has the following
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set of productions

P = {S → 1 | x1 | . . . | xn | x1Sx1 | . . . | xnSxn}.
The corresponding algebraic system S(G) is the single linear equation

S = 1 + nt+ nt2S

whose rational solution is γ(L) = (1 + nt)/(1− nt2).

5. A description of the chain languages

In this section we provide formulas for the chain languages Lk = Lk(A) (k ≥ 1)
of a monomial algebra A = F/I in terms of the powers of the language L(I) =
X∗L1X

∗. By the closure properties of regular languages, this implies that if L1 is a
regular language then all chain languages Lk are also regular, that is, the regularity
property propagates along the homology of A. We provide, instead, an example of
an unambiguous cf-language L1 such that L2 is not a cf-language.

If I, J are two-sided ideals of F , one defines the two-sided ideal IJ ⊂ F as the
subspace generated by the set-theoretic product {fg | f ∈ I, g ∈ J}. In particular,
one can define the powers Ik (k ≥ 0) where by definition I0 = F . We consider
also the (maximal) graded two-sided ideal F+ =

∑
d>0 Fd = ⟨x1, . . . , xn⟩ so that

F/F+ is isomorphic to the base field K. The following result is a simplified version
of Lemma 3 in [9].

Lemma 5.1. Let I ⊂ F be a graded two-sided ideal and consider A = F/I the
corresponding (finitely generated) graded algebra. Moreover, assume that I ⊂ F+.
For all k ≥ 0, consider the graded two-sided ideals J2k = Ik and J2k+1 = F+I

k.
Since I0 = F , note that J0 = F, J1 = F+. For all k ≥ 1, one has the following
isomorphism of graded vector spaces

TorAk (K,K) ≈ (Jk ∩ Jk−1F+)/(Jk+1 + JkF+).

Recall now that if A = F/I is a monomial algebra where L1 = L1(A) ⊂ (X+)2 =
{w ∈ X∗ | |w| ≥ 2}, then the homology of A is obtained in terms of the chain

languages Lk = Lk(A), that is, TorAk (K,K) is isomorphic to KLk−1 (k ≥ 0) as a
graded vector space. In fact, the algebra F and hence the monomial algebra A
are graded by the free monoid X∗ and we have that TorAk (K,K) and KLk−1 are
isomorphic as X∗-graded vector spaces.

Since X+ = {w ∈ X∗ | |w| ≥ 1}, we have clearly that F+ = KX+. We can
restate Lemma 5.1 in terms of the chain languages in the following way.

Theorem 5.2. Let L1 ⊂ (X+)2 be a minimal monomial basis and denote L =
X∗L1X

∗. For all k ≥ 1, it holds that

(3)
L2k = (X+Lk ∩ LkX+) \ (X+LkX+ ∪ Lk+1),

L2k−1 = (X+Lk−1X+ ∩ Lk) \ (X+Lk ∪ LkX+).

Proof. Let I = KL ⊂ F and consider A = F/I the corresponding monomial alge-
bra. It is useful to recall some arguments from the proof of Lemma 3 in [9]. The
graded vector space isomorphisms of Lemma 5.1 follow from the exact sequence

. . . → J3/J5 → J2/J4 → J1/J3 → A → K → 0

which is a graded free right A-module resolution of the base field K. The maps
above are induced by inclusions and quotients of ideals of F which are indeed
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monomial ideals in our case. Therefore, one has a free resolution in the category of
X∗-graded right A-modules. It follows that

KLk−1 ≈ TorAk (K,K) ≈ (Jk ∩ Jk−1F+)/(Jk+1 + JkF+)

are in fact isomorphisms of X∗-graded vector spaces. Note that Fw = Kw is
the (monodimensional) graded component of F corresponding to a word w ∈ X∗.
Therefore, we have that the corresponding graded component of KLk−1 is either
Kw if w ∈ Lk−1 or zero otherwise. Since (Jk ∩ Jk−1F+)/(Jk+1 + JkF+) is the
quotient of two monomial ideals of F , from the above isomorphisms it follows that
a word w ∈ X∗ belongs to Lk−1 if and only if it belongs to B1 \ B2, where B1

and B2 are the monomial linear bases of the ideals Jk ∩ Jk−1F+ and Jk+1 + JkF+,
respectively. Because the monomial linear bases of the ideals F+, J2k and J2k+1

are clearly the sets X+, Lk and X+Lk respectively, we finally obtain the stated
formulas for the languages of chains. □

For k = 1, 2, observe that one has the following simplified formulas

L1 = ((X+)2 ∩ L) \ (X+L ∪ LX+) = L \ (X+L ∪ LX+),
L2 = (X+L ∩ LX+) \ (X+LX+ ∪ L2) = (X+L1 ∩ L1X

+) \ (L1X
∗L1).

Corollary 5.3. Let A be a monomial algebra. We have that A is an automaton
algebra if and only if the 1-chain language L1(A) is a regular language. In this case,
all chain languages Lk(A) (k ≥ 0) are also regular.

Proof. Put Lk = Lk(A), for all k. For the characterization of automaton algebras,
note that L = X∗L1X

∗ and L1 = L \ (X+L ∪ LX+) where L = L(I). Then, the
closure properties of regular languages of Proposition 3.9 imply that L is regular if
and only if L1 is regular. Moreover, by the same properties and by the formulas (3)
we have that the powers Lk and therefore the chain languages Lk are also regular
languages, for all k. □

In Section 4 we have explained that the rational Hilbert series HS(A) of an
automaton algebra A = F/I can be obtained by applying Algorithm 3.1 to the
regular language L(I) = X∗L1X

∗ where L1 is a minimal monomial basis of I.
This is usually the most effective way to compute HS(A) as explained in [18, 19].
Nevertheless, if gl.dim(A) < ∞ and one computes by Algorithm 3.1 the regular
grammars Gk of all regular chain languages Lk = Lk(A), the rational generating
functions γ(Lk) are obtained by solving the linear systems S(Gk) and the Hilbert
series HS(A) is given by the formula (2).

In contrast with the regular case, it is easy to find a 1-chain language L1 which
is an unambiguous cf-language but the corresponding 2-chain language L2 is not
even context-free.

Example 5.4. Let X = {x, y, z} and consider the minimal monomial basis

L1 = {xnynz | n ≥ 2} ∪ {xynzn | n ≥ 2}.
Since the two sets above are disjoint, one has immediately that L1 is an unambigu-
ous cf-language which is generated by the linear grammar G1 = (V,X, P, S) where
V = {S,A,B} and

P = {S → Az | xB,A → x2y2 | xAy,B → y2z2 | yBz}.
We have therefore that γ(L1) is a rational function. One can easily compute the
2-chain language L2 = {xnynzn | n ≥ 2} which is not a context-free language
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because it does not satify the context-free pumping lemma (see, for instance, [11]).
Nevertheless, the generating function γ(L2) is clearly a rational one and since the
global dimension is exactly 3, we conclude that the corresponding Hilbert series

H = (1− nt+ γ(L1)− γ(L2))
−1

is a rational function.

6. Unambiguous monomial algebras

The aim to construct monomial algebras having algebraic Hilbert series which
are computable by means of Theorem 4.2, motivate the following definition.

Definition 6.1. Let A be a monomial algebra where L1 = L1(A) ⊂ (X+)2. We
call A a homologically unambiguous monomial algebra, briefly an unambiguous
algebra, if all chain languages Li(A) (i ≥ 1) are unambiguous cf-languages.

By Corollary 5.3, it is clear that the class of unambiguous algebras generalizes
the class of automaton algebras.

Proposition 6.2. Let A be an unambiguous algebra having finite global dimension.
Then, the Hilbert series HS(A) is an algebraic function.

Proof. Put k = gl.dim(A)− 1 and denote by Li = Li(A) (1 ≤ i ≤ k). By Theorem
4.2, we have that each γ(Li) is an algebraic function, that is, an algebraic element
over the rational function field K(t). By the formula (2), we obtain hence that
HS(A) is also an algebraic element. □

Under the hypothesis of the above result, we may want to compute in practice
an algebraic equation satisfied by HS(A). To this purpose, we can proceed in the
following way. If Gi is an unambiguous cf-grammar corresponding to Li, we con-
struct the corresponding algebraic system S(Gi) over disjoint sets of commutative
variables, for each index i. Then, let Ei be the start variable of Gi and consider
the linear equation

(4) E = 1− nt−
k∑

i=1

(−1)iEi.

Clearly, the variable E corresponds to the Euler characteristic 1/HS(A). Denote
by S the algebraic system obtained by joining all the equations in S(Gi) (1 ≤
i ≤ k) together with equation (4). Note that the coefficients of the commutative
polynomials in S are in the rational function field K(t). By eliminating in S for the
variable E, we obtain a polynomial p(E) with one root equal to 1/HS(A). According
to Theorem 4.3, we may use to this purpose the computation of a Gröbner basis
where E is the lowest variable in some lexicographic monomial ordering. The
required polynomial for HS(A) is therefore q(H) = Hdp(1/H) where d = deg(p).
We will illustrate this method by the examples contained in Section 7 and Section
8.

We provide now general results which are useful to construct a large class of
unambiguous algebras. The following notations are assumed in all these results.
Let X = {x1, . . . , xn} and Y = {y1, . . . , ym} be two disjoint sets of variables and
put Z = X ∪ Y . Then, we consider the free associative algebra F = K⟨Z⟩.
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Lemma 6.3. Fix k ≥ 1 and let di ≥ 0, for any 1 ≤ i ≤ k. Then, let R0 ⊂
X∗, Rij ⊂ X+ (1 ≤ j ≤ di + 1) and Lij ⊂ Y + (1 ≤ j ≤ di) be unambiguous
cf-languages, for all i. Moreover, assume that the set

L = R0 ∪
⋃

1≤i≤k

Ri1Li1Ri2 · · ·Ridi
Lidi

Ridi+1

is a disjoint union. Then, L is an unambiguous cf-language.

Proof. Let S0, Sij , S
′
ij be the start variables of the unambiguous context-free gram-

mars G0, Gij , G
′
ij corresponding to R0, Rij , Lij , respectively. A cf-grammar G

generating L is clearly obtained by adding to all productions of the cf-grammars
G0, Gij , G

′
ij the new rule

S → S0 | S11S
′
11S12 · · ·S1d1S

′
1d1

S1d1+1 | . . . | Sk1S
′
k1Sk2 · · ·Skdk

S′
kdk

Skdk+1.

We show that the cf-grammar G is also unambiguous. Let w ∈ L = L(G). Since L
is a disjoint union, either w ∈ R0 or w ∈ Ri1Li1Ri2 · · ·Ridi

Lidi
Ridi+1 for a unique

index i. If w ∈ L0 and S0
∗→L w is the unique leftmost derivation of w in G0, then

w has the following unique leftmost derivation in G

S → S0
∗→L w.

Otherwise, if w ∈ Ri1Li1Ri2 · · ·RidiLidiRidi+1 then one has the unique factoriza-
tion

w = w1w
′
1w2 · · ·wdiw

′
di
wdi+1

with wj ∈ Rij ⊂ X+ and w′
j ∈ Lij ⊂ Y +. Let Sij

∗→L wj and S′
ij

∗→L w′
j be

unique leftmost derivations in Gij and G′
ij , respectively. Then, the unique leftmost

derivation of w in G is

S → Si1S
′
i1Si2 · · ·SidiS

′
idi

Sidi+1
∗→L w1S

′
i1Si2 · · ·SidiS

′
idi

Sidi+1
∗→L

w1w
′
1Si2 · · ·Sidi

S′
idi

Sidi+1
∗→L . . .

∗→L w1w
′
1w2 · · ·wdi

w′
di
Sidi+1

∗→L w.

□

Theorem 6.4. Let L ⊂ Y + be an unambiguous context-free language and let R0 ⊂
X∗, R1, R

′
1, . . . , Rk, R

′
k ⊂ X+ be regular languages such that their disjoint union

L′
1 = R0 ∪R1 ∪R′

1 ∪ · · · ∪Rk ∪R′
k

is a minimal monomial basis. Consider the monomial algebra A = F/I, where the
monomial ideal I is generated by

L1 = R0 ∪R1LR
′
1 ∪ · · · ∪RkLR

′
k.

Then, A is homologically unambiguous.

Proof. Since L′
1 is a minimal monomial basis, we have immediately that L1 is

also a minimal monomial basis and hence L1(A) = L1. Moreover, by the closure
properties of cf-languages of Proposition 3.9, one has that L1 is a cf-language.
Finally, by Lemma 6.3 we conclude that L1 is unambiguous.

For q ≥ 2, consider the subset Sq of Lq = Lq(A) of the q-chains having the form

ulr′i, rilv and rilwl
′rj ,

where ri ∈ Ri, r
′
i ∈ R′

i (1 ≤ i ≤ k), l, l′ ∈ L and u, v, w ∈ X∗. This subset Sq can be
described by formulas that are similar to (3). Namely, if M = L(I) = Z∗L1Z

∗ and
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T = M ∩ X∗ = X∗R0X
∗, one has to replace in (3) all occurrences of the powers

M t with the set
k∑

i=1

t∑
j=1

T j−1RiLR
′
iT

t−j .

It follows that the set Sq is the union of the languages

Ci
qLR

′
i, RiLC

′i
q and RiLQ

ij
q LR

′
j ,

where the sets Ci
q are defined as

Ci
2k = (X+T k−1R′

i ∩ T kX+) \ (X+T kX+ ∪ T kR′
i);

Ci
2k−1 = (X+T k−1X+ ∩ T k−1R′

i) \ (X+T k−1R′
i ∪ T kX+),

the sets C ′i
q are defined by similar formulas where R′

i is replaced by Ri and the sets

Qij
q are obtained as

Qij
2k = (X+T k−1R′

j ∩RiT
k−1X+) \ (X+T kX+ ∪RiT

k−1R′
j);

Qij
2k−1 = (X+T k−1X+ ∩RiT

k−2R′
j) \ (X+Lk−1R′

j ∪RiT
k−1X+).

Observe that the languages Ci
q, C

′i
q, Q

ij
q (1 ≤ i, j ≤ k) are regular owing to the

closure properties of the regular languages.
Consider now the automaton algebra B = K⟨X⟩/J , where J is the monomial

ideal generated by R0. It is clear that Lq = Lq(A) contains Lq(B). Moreover, a

chain w ∈ Lq \ Lq(B) either belongs to the languages Ci
q, C

′i
q, Q

ij
q or it contains

some overlapping subwords belonging to these sets in such a way that the whole w
is covered by these subwords. We conclude that the set Lq is the disjoint union of
the regular language Lq(B) and the sets

Ci1
q1LQ

i1i2
q2 L · · ·LQid−1id

qd
LC ′id

qd+1
,

where q1 + · · ·+ qd+1 = q. Now, the result follows from Lemma 6.3. □

According to Proposition 6.2, an unambiguous algebra of the above class having
finite global dimension holds an algebraic Hilbert series. We conclude this section by
showing that in the class of unambiguous algebras of Theorem 6.4, there are algebras
with infinite global dimension which have also (computable) algebraic Hilbert series.

Theorem 6.5. Let L ⊂ Y + be an unambiguous cf-language and let R,R′ ⊂ X+

be two regular languages such that their disjoint union L′
1 = R ∪ R′ is a minimal

monomial basis. Consider the monomial algebra A = F/I where the monomial
ideal I is generated by L1 = RLR′. Then, A is an unambiguous algebra such that
gl.dim(A) = ∞ and HS(A) is an algebraic function which is rationally dependent
on the generating function γ = γ(L), that is, HS(A) is an element of the algebraic
extension K(t)(γ).

Proof. By Theorem 6.4, we have that A is an unambiguous algebra where L1(A) =
L1. Denote Lk = Lk(A) the k-chain language of A, for k ≥ 1. By the definition
of 2-chains, we have that L2 = RLQLR′ where Q is the language of all minimal
overlaps of the elements of R with the elements of R′, that is

Q = (RX∗ ∩X∗R′) \RX∗R′.

Note that Q is a regular language. More generally, for k ≥ 2, we have that

Lk = R(LQ)k−1LR′.
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All these languages are unambiguous by Lemma 6.3. By the homology of A, we
obtain that

HS(A)−1 = 1− (n+m)t−
∑
k≥1

(−1)kγ(Lk) =

1− (n+m)t+
∑
k≥1

γ(R)(−γ(L)γ(Q))k−1γ(L)γ(R′) =

1− (n+m)t+
γ(R)γ(R′)γ(L)

1 + γ(Q)γ(L)
.

Recall finally that the generating function γ(R), γ(R′), γ(Q) are rational functions
because R,R′, Q are regular languages. □

7. Monomial algebra examples

We propose now a couple of examples of unambiguous monomial algebras with
finite global dimension to illustrate the proposed methods for computing algebraic
Hilbert series.

Example 7.1. Fix X = {x, y, z, c} and Y = {a, b}. We put Z = X ∪ Y and
F = K⟨Z⟩. Consider the Lukasiewicz cf-grammar G = (V, Y, P, S) where V = {S}
and P = {S → a | bSS}. The corresponding cf-language L = L(G) consists of the
algebraic expressions in Polish notation. For instance, these expressions of length
≤ 7 are the following ones

a, baa, babaa, bbaaa, bababaa, babbaaa, bbaabaa, bbabaaa, bbbaaaa.

It is well-known that G and hence L are unambiguous. Then, we consider the
language

L1 = {x2y, x2z, xy2, xyz, xzy, xz2} ∪ yz2Lc.

By Lemma 6.3, we have that L1 is also an unambiguous cf-language whose gener-
ating (unambiguous) cf-grammar is G1 = (V1, Z, P1, S) where V1 = {S, T} and

P1 = {S → x2y | x2z | xy2 | xyz | xzy | xz2 | yz2Tc, T → a | bTT}.

Moreover, the language L1 is clearly a minimal monomial basis and we denote
by I ⊂ F the two-sided ideal generated by L1. Then, we consider the monomial
algebra A = F/I for which we want to compute the Hilbert series HS(A) by means
of the formula (2). We compute therefore the 2-chain language L2 which is

L2 = {x2y2, x2yz, x2zy, x2z2} ∪ {xyz2, xy2z2, xzyz2}Lc.

Finally, we can compute the 3-chain language L3 as

L3 = {x2y2z2, x2zyz2}Lc.

One has immediately that L4 = 0, that is, gl.dim(A) = 4. In accordance with
Theorem 6.4, the sets L1, L2, L3 are all unambiguous cf-languages, that is, A is an
unambiguous algebra. Hence, we can apply Theorem 4.2 to compute the generating
functions γ(L1), γ(L2), γ(L3). Denote by E = 1/HS(A) the inverse of the Hilbert
series (Euler characteristic) of A and let Ei = γ(Li) (1 ≤ i ≤ 3). By the formula
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(2), we obtain the linear equation E = 1−6t+E1−E2+E3. By applying Theorem
4.2 for the generating functions Ei, we obtain all together the algebraic system

E = 1− 6t+ E1 − E2 + E3,
E1 = 6t3 + t4T,
E2 = 4t4 + (t5 + 2t6)T,
E3 = 2t7T,
T = t+ tT 2.

Assume char(K) = 0. With respect to the lexicographic monomial ordering of the
polynomial algebra R = K(t)[E,E1, E2, E3, T ] with E ≺ E1 ≺ E2 ≺ E3 ≺ T , one
computes the corresponding Gröbner basis

E2 + (−2t6 + 2t5 + 9t4 − 13t3 + 12t− 2)E + (4t14 − 8t13 + 8t11 − 11t10

+18t9 + 9t8 − 70t7 + 56t6 + 52t5 − 87t4 + 13t3 + 36t2 − 12t+ 1),

(2t3 − 2t2 − t+ 1)E1 − E + (−12t6 + 12t5 + 2t4 − 6t+ 1),

(2t2 − 2t− 1)E2 + (2t+ 1)E1 + (−2t− 1)E + (−8t6 − 12t2 − 4t+ 1),

E3 − E2 + E1 − E + (−6t+ 1), 2t7T − E3.

One easily obtains the roots of the first quadratic polynomial as

1− 6t+
13

2
t3 − 9

2
t4 − t5 + t6 ± t3(1− t)(1− 2t2)

√
1− 4t2

2
.

We conclude that

HS(A) =

(
1− 6t+

13

2
t3 − 9

2
t4 − t5 + t6 − t3(1− t)(1− 2t2)

√
1− 4t2

2

)−1

since this function has a power series expansion with correct coefficients, namely

HS(A) = 1 + 6t+ 36t2 + 210t3 + 1228t4 + 7175t5 + 41929t6 + 245017t7 + . . . .

Example 7.2. Let X = {x, y, z, c, d}, Y = {a, b} and put Z = X ∪ Y, F = K⟨Z⟩.
Denote again by L the Lukasiewicz language on the alphabet Y and define the set

L1 = cL{x2y, xyz, xzx} ∪ {xy2, y2z, z2y}Ld.

From Lemma 6.3 it follows that L1 is an unambiguous cf-language whose generating
(unambiguous) cf-grammar G1 has productions

S → cTx2y | cTxyz | cTxzx | xy2Td, y2zTd, z2yTd, T → a | bTT.

Observe that L1 is a minimal monomial basis and denote I the two-sided ideal
generated by L1 and A = F/I the corresponding monomial algebra. We can easily
compute the 2-chain language of A as

L2 = cL{x2y2, x2y2z, xyz2y, xzxy2}Ld

which is generated by the unambiguous cf-grammar G2 with productions

S → cTx2y2Td | cTx2y2zTd | cTxyz2yTd | cTxzxy2Td, T → a | bTT.

Finally, it is clear that L3 = ∅. In accordance with Theorem 6.4, we see that A is
an unambiguous algebra. Denote E = 1/HS(A) and put Ei = γ(Li) (1 ≤ i ≤ 2).
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Then, one has the linear equation E = 1− 7t+E1 −E2. Now, by Theorem 4.2 we
obtain the following algebraic system

E = 1− 7t+ E1 − E2,
E1 = 6t4T,
E2 = (t6 + 3t7)T 2,
T = t+ tT 2.

Assuming char(K) = 0, we compute the corresponding Gröbner basis for the lex-
icographic monomial ordering of R = K(t)[E,E1, E2, T ] with E ≺ E1 ≺ E2 ≺ T ,
namely

E2 + (−6t7 − 2t6 + 3t5 + t4 − 6t3 + 14t− 2)E + (9t14 + 6t13 + t12

−18t10 − 6t9 − 6t8 − 8t7 + 23t6 + 4t5 − 43t4 + 6t3 + 49t2 − 14t+ 1),

(3t2 + t− 6)E1 + 6E + (−18t7 − 6t6 + 42t− 6),

E2 − E1 + E + (7t− 1), 6t4T − E1.

The Hilbert series of A is the inverse of one of the roots of the first quadratic
polynomial, namely

HS(A) =

(
1− 7t+ 3t3 − t4

2
− 3t5

2
+ t6 + 3t7 − t3(6− t− 3t2)

√
(1− 2t)(1 + 2t)

2

)−1

.

This is confirmed by its correct power series expansion

HS(A) = 1 + 7t+ 49t2 + 343t3 + 2401t4 + 16801t5 + 117565t6 + 822655t7 + . . . .

Example 7.3. We end this section with a simple example of an unambiguous
algebra with infinite global dimension but computable (algebraic) Hilbert series.
Let X = {x}, Y = {a, b}, Z = X ∪ Y and F = K⟨Z⟩. Consider the Dyck language
L on the alphabet Y and denote by γ = γ(L) its generating function. One computes
easily that

γ =
1−

√
1− 4t2

2t2
.

Consider the unambiguous 1-chain language

L1 = xLx ⊂ Z∗.

Let I ⊂ F be the two-sided ideal generated by L1 and put A = F/I. For any n ≥ 1,
the (unambiguous) n-chain language of A is clearly

Ln = x(Lx)n.

We conclude that gl.dim(A) = ∞ and γ(Ln) = tn+1γn. In accordance with Theo-
rem 6.5, we finally obtain that

HS(A)−1 = 1− 3t+ t2
γ

(1− tγ)
=

1− 6t+ 6t2 − (1− 4t)
√
1− 4t2

1− 2t−
√
1− 4t2

.

8. Finitely presented algebra examples

Finitely presented graded algebras are important structures in the noncommu-
tative setting. We now propose an example of such an algebra having an algebraic
Hilbert series which can be computed by the results and the methods proposed
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in this paper. To find other examples of this kind, one has to go back to 1980-
1981 [12, 23] where the corresponding algebraic Hilbert series were computed by
combinatorial enumeration of normal words.

Fix X = {a′, b′, x, y}, Y = {a, b, e} and put Z = X ∪ Y, F = K⟨Z⟩. Consider
the graded ideal I ⊂ F which is generated by the following (noncommutative)
polynomials

(i) a′x− xa′, b′x− xe;
(ii) a′a− aa′, a′b− ab′, b′a− ba′, b′b− bb′, a′e− ab, b′e− b2;
(iii) ay − y2, by − y2, a′y − y2, b′y − y2;
(iv) xy.

Let A = F/I be the corresponding finitely presented graded algebra. We want
to prove that the Hilbert series HS(A) is a (non-rational) algebraic function in
a constructive way, that is, we want to compute explicitely a polynomial, with
coefficient in the rational function field K(t), such that HS(A) is one of its roots.

We assume now that the reader is familiar with the theory of noncommutative
Gröbner bases which are also called Gröbner-Shirshov bases. For a complete refer-
ence see, for instance, [4, 21, 26]. We recall here some basic notations and results.
We fix a monomial ordering of the free associative algebra F = K⟨Z⟩. Then, let

0 ̸= f =
∑k

i=1 ciwi ∈ F with 0 ̸= ci ∈ K, wi ∈ X∗ and w1 ≻ w2 ≻ . . . wk.
The word lm(f) = w1 is called the leading monomial of f . A (possibly infi-
nite) subset U ⊂ I is called a Gröbner-Shirshov basis, briefly a GS-basis of I,
if lm(U) = {lm(f) | 0 ̸= f ∈ U} ⊂ Z∗ is a monomial basis of the monomial ideal

LM(I) = ⟨lm(f) | 0 ̸= f ∈ I⟩ ⊂ F.

The GS-basis U is said minimal if the monomial basis lm(U) is such. We call LM(I)
the leading monomial ideal of I. If J = LM(I), one defines the corresponding
monomial algebra B = F/J . It is easy to prove that HS(A) = HS(B). Then, for
the given algebra A, our aim is to prove that B is a (non-automaton) unambiguous
algebra with finite global dimension in order to apply Theorem 4.2 to the chain
languages of B and compute HS(B).

It is useful to consider the cf-language L ⊂ Y ∗ which is defined by the cf-grammar
G = (V, Y, P, S) where V = {S, T} and

P = {S → 1 | TeS, T → 1 | aTbT}.

Recall that the production T → 1 | aTbT defines the Dyck language of all words
of balanced brackets a, b. We denote this language by D. Clearly, we have that
L = (De)∗. Since D is unambiguous, by similar arguments to the ones in Lemma
6.3, one obtains that L is also an unambiguous cf-language.

We fix the graded (left) lexicographic monomial ordering on F with a′ ≻ b′ ≻
a ≻ b ≻ e ≻ x ≻ y. If B = F/J with J = LM(I), observe that L1(B) = lm(U)
where U is a minimal GS-basis of I.

Theorem 8.1. With the notations above, we have that L1(B) is the disjoint union
of the finite set of the leading monomials of the binomials (i)-(iii) with the unam-
biguous cf-language xLy. It follows that gl.dim(A) = gl.dim(B) = 3, where

L2(B) = {a′, b′}{a, b}y ∪ {a′, b′}xLy.
Then, the monomial algebra B is homologically unambiguous and the Hilbert se-
ries HS(A) = HS(B) is an algebraic function. Precisely, the Euler characteristic
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1/HS(A) satisfies the quadratic equation

E2 + (2t− 1)(5t2 − 10t+ 2)E + (2t− 1)(13t5 − 56t4 + 85t3 − 50t2 + 12t− 1) = 0

and we have that

HS(A) =

(
1− 7t+

25

2
t2 − 5t3 + t2

√
1− 4t2

2

)−1

.

Proof. We start by computing formally a (non-minimal) GS-basis U ′ of I. Note
immediately that the leading monomials of the binomials (i)-(iii) are their leftmost
words which implies that such binomials form themselves a (finite) minimal GS-
basis. We show that all other elements of U ′ are words of type xuym, for some u =
u(a, b, e) ∈ Y ∗ = {a, b, e}∗ and m ≥ 1. We argue by induction on the (countable)
steps of the critical-pair-and-completion algorithm for computing GS-bases (see, for
instance, [21]).

The basis for the induction consists in the word (iv). Moreover, at any step
of the algorithm, the only new overlappings appear between the words xuym and
the leading monomials of (i). This leads to words of the form xw(a′, b, e)ym where
w(a′, b, e) ∈ {a′, b, e}∗. Then, reductions by (ii) and (iii) eliminate all prime signs
in the word w, and finally, reductions by (iii) lead to a word of the desired form
xu(a, b, e)ym. These elements are not reducible by the binomials in U ′, that is, they
are new elements of U ′ of the desired form.

Denote now by M the set of all words xuym which are irreducible with respect
to all other elements of U ′. In other words, the minimal GS-basis U in the union
of the binomials (i)-(iii) with M . By considering overlappings, each word w ∈ M
is obtained as a complete reduction of one of the elements a′q or b′q, where q is
another element of M . Moreover, both complete reductions of a′q or b′q are either
zero or belong to M , for each q ∈ M . Since q is also obtained by a complete
reduction of either a′q′ or b′q′ for some q′ ∈ M , we conclude that w is a complete
reduction of either a′2q′, a′b′q′, b′a′q′ or b′2q′. Again, for each q′ ∈ M , all such
non-zero reductions belong to M . By continuing in the same way, we conclude that
the set M is exactly the set of complete reductions of the words of the form sxy,
where s = s(a′, b′) runs over all words in the letters a′, b′.

To describe the elements of M , let us consider then any word s = s(a′, b′). The
reductions of sxy via (i) lead to a word xs′y, where s′ = s(a′, e) (that is, the same
word as s where b′ is replaced by e). Then, the reductions via (ii) force moving
prime signs toward the right, up to the first appearance of one the letters y or e.
In the first case, the letters a′, b′ jump over y toward the right and then they are
replaced by y. In the second case, the prime sign is eliminated with replacing e by
b, so that this new b form a balanced pair with the last unbalanced a or a′ before
it. Then, the reduction process leads to a word xu(a, b, e)ym with no prime signs,
where the word u is ended by e.

We claim that the word u should have the form u1eu2e · · ·uke where all ui =
ui(a, b) are balanced subwords, that is, ui ∈ D and hence u ∈ L = (De)∗. Indeed,
each ui is obtained from some wi = wi(a

′, b′) via the reductions by (ii). Then,
wi contains the same amount of a′-s as of b′-s since all reductions by (ii) save this
equality.

By contradiction, assume now that wi is not balanced and then some initial
subword of wi contains less amount of a′-s then of b′-s. Therefore, the corresponding
prefix u′ of ui contains less amount of prime signs then the one of e-s. Note that
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each reduction by (ii) cannot decrease the difference between the number of prime
signs and the number of e-s in a prefix of any word. It follows that some letter e in
u′ will never be involved in the reduction process. This contradicts the assumption
that ui does not contain e. Thus, wi is balanced and hence u ∈ L.

Finally, for every u ∈ L we show that the word xuy belongs to M . Indeed,
xuy is a complete reduction of the word wxy, where w is the image of u under the
substitutions a 7→ a′ and b, e 7→ b′. It follows that the words of the form xuym

(u ∈ L) cannot be reduced by other elements of U ′ if and only if m = 1. We
conclude that M = xLy and the minimal GS-basis U has the desired form.

From the description above of the minimal GS-basis U ⊂ I and hence of the
1-chain language L1(B) = lm(U), the given formula for L2(B) follows immediately
and we conclude that gl.dim(B) = 3. Then, B is an unambiguous algebra in accor-
dance with Theorem 6.4. It is clear how to obtain the unambiguous cf-grammars
generating the chain languages of B and therefore we obtain the following algebraic
system 

E = 1− 7t+ E1 − E2,
E1 = 12t2 + t2S,
E2 = 4t3 + 2t3S,
S = tST + 1,
T = t2T 2 + 1.

Assuming char(K) = 0, we compute the corresponding lexicographic Gröbner basis
with E ≺ E1 ≺ E2 ≺ S ≺ T , which is

E2 + (10t3 − 25t2 + 14t− 2)E + (26t6 − 125t5 + 226t4

−185t3 + 74t2 − 14t+ 1), (2t− 1)E1 + E + (−20t3 + 7t− 1),

E2 − E1 + E + (7t− 1), 2t3S − E2 + 4t3,

(2t4 − t3)T + (−2t3 + 3t2 − t)S + E + (6t3 − 15t2 + 8t− 1).

The roots of the first (univariate) quadratic polynomial are the following algebraic
functions

1− 7t+
25

2
t2 − 5t3 ± t2

√
1− 4t2

2
.

The Hilbert series HS(B) is inverse of one of them, namely

HS(B) =

(
1− 7t+

25

2
t2 − 5t3 + t2

√
1− 4t2

2

)−1

.

In fact, this function admits the following power series expansion having the correct
coefficients

HS(B) = 1 + 7t+ 36t2 + 166t3 + 730t4 + 3139t5 + 13350t6 + 56466t7 + . . . .

Finally, by the Anick resolution [1] one has that gl.dim(A) ≤ gl.dim(B) = 3.
Because HS(A) is a non-rational function, we conclude that gl.dim(A) = 3. □

Note that the above algebra is a quadratic one. For two quadratic algebras A
and B with unambiguous associated monomial algebras, one shows easily that their
tensor product A⊗B, free product A∗B and Manin’s black dot product A•B have
also unambiguous associated monomial algebras (with respect to suitable monomial
orderings). This gives other examples of finitely presented algebras with algebraic
Hilbert series.
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Moreover, observe that one can modify the given example to obtain other finitely
presented algebras with (non-rational) algebraic Hilbert series. Consider, for in-
stance, the algebra A′ with generators a′, b′, a, b, c, d, e, x, y and relations (i),(ii)
together with a modified version of (iii),(iv), namely

(iii)′ ay − yc, by − yd, a′y, b′y;
(iv)′ xye.

With respect to the graded lexicographic monomial ordering on the free associa-
tive algebra with a′ ≻ b′ ≻ a ≻ b ≻ c ≻ d ≻ e ≻ x ≻ y, denote B′ the leading mono-
mial algebra corresponding to A′. By similar arguments to the ones of Theorem 8.1,
one has that L1(B

′) is the disjoint union of the finite set of the leading monomials of
the relations (i)-(iii) with the unambiguous cf-language xLyD′e, where L = (De)∗

and D,D′ are the Dyck languages on the alphabets {a, b}, {c, d}, respectively. It
follows that B′ is an unambiguous algebra, gl.dim(B′) = gl.dim(A′) = 3 and

L2(B
′) = {a′, b′}{a, b}y ∪ {a′, b′}xLyD′e.

The corresponding Hilbert series HS(B′) = HS(A′) is the following algebraic func-
tion (

1− 9t+
23

2
t2 − 3t3 + t2

√
1− 4t2

2

)−1

.

We conclude by recalling that examples of finitely presented quadratic algebras
with intermediate growth and hence transcendental Hilbert series are provided in
[13, 14].

9. Conclusions and future directions

In this paper, we have shown how to construct and compute with classes of non-
commutative monomial algebras whose Hilbert series are (non-rational) algebraic
functions. Examples of finitely presented graded algebras whose corresponding
leading monomial algebras belong to the proposed class (and hence possess alge-
braic Hilbert series) have also been given. We believe that our results contribute to
fill up the lack of knowledge about algebraic Hilbert series that was in fact present
in the previous literature.

In doing this, we have also established connections between apparently far worlds
as the homology of noncommutative algebras and the theory of formal grammars of
theoretical computer science. Using a similar interplay between algebra, combina-
torics and computer science, we suggest to study other classes of algebras with more
general homologies from the perspective of their Hilbert series which are possibly
D-finite functions.
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