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Abstract: A great deal of attention has been devoted to the analysis of particulate matter (PM)
concentrations in various scenarios because of their negative effects on human health. Here, we
investigate how meteorological conditions can affect PM concentrations in the peculiar case of the
district of the city of Lecce in the Apulia region (Southern Italy), which is characterized by the highest
tumor rate of the whole region despite the absence of nearby heavy industries. We present a unified
machine learning framework which combines air quality and meteorological data, either measured
on ground or forecast. Our findings show that the concentrations of PMyy, PMj5, NO, and CO are
significantly associated with the meteorological conditions and suggest that it is possible to predict
air quality using either ground weather observations or weather forecasts.

Keywords: meteorological conditions; air quality; tumor death rate; machine learning; particulate matter

1. Introduction

The recent body of literature shows more and more striking evidence that exposure
to particulate matter (PM) can negatively affect human health [1-4]. In fact, PM denotes a
complex and heterogeneous mixture with chemical and physical properties significantly
varying over time and space [5]; as a consequence, its biological effects and implications
are strongly related to geographical conditions (seasonal effects and locations) [6,7].

Although recent studies demonstrated the existence of a statistical association between
PM exposure and health damages, a definite cause-and-effect relationship is difficult to
demonstrate for several reasons, including the great variability of the involved biological
effects [1,8]. In particular, there is some evidence that suggests that these effects could be
related to the oxidative or oxidant generating properties of ambient particles [9,10] or to a
synergy between inflammatory processes and different oxidative mechanisms [11,12].

Nevertheless, air pollution remains a decisive factor affecting economics and quality
of life [2,13,14]. It is estimated that every year, 3.3 million worldwide deaths are related to
air pollution, and these estimates are expected to double within the next 30 years [15]. The
reason for such a dramatic increase should be related to anthropic sources [16], specifically
to human activities, which raise the presence of particulate matter. For example, PM
exposure has been associated with increased hospitalizations for respiratory syncytial virus
[17,18]. Other evidence suggests an important role in the SARS-CoV-2 pandemic [19-22]
and former epidemics [23-25].
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Although it is generally accepted that meteorological conditions can have considerable
effects on PM concentrations, designing and implementing reliable models that include
these factors remains an open question [26]. The issue is not only methodological; in fact, a
primary issue concerns the possibility that the same factor has opposite effects on different
regions of interest, or that different factors interact to yield unpredictable effects [27,28].
This is why some studies have explored multivariate strategies to model and forecast air
quality [14,29].

In this work, we present an analysis addressing the apparent paradox characterizing
the southern province of Lecce, in the Apulia region. This province is characterized by
the highest tumor rate of the region despite the absence of heavy industry. We used data
collected on field to assess the existence of linear or non-linear relationships between
meteorological conditions and air quality data. Accordingly, we explored the possible
implications of PM levels and specific meteorological conditions which in this province
could find a dramatic synergy. We found significant associations between meteorological
conditions and the concentrations of PMyg, PM3 5, NO; and CO. The relationship found
was used to predict air quality data using either ground station weather observations or
weather forecast models.

The main goal of this study was to establish the existence of a significant association
between pollution and meteorological conditions for the specific case of the Southern
Apulian province of Lecce. To this aim, we considered a twofold approach: (i) on the
one hand, we adopted a canonical one-dimensional statistical analysis to investigate any
linear dependence between meteorological and air quality variables; (ii) on the other
hand, we adopted a machine learning approach to explore the existence of more general
non-linear patterns. Although linear models are generally easier to interpret, the most
recent advances in explainable artificial intelligence (XAI) have demonstrated how machine
learning approaches can provide deep insight and robust comprehension of both patterns
and the underlying patterns [30,31].

The presented analysis is organized in four different steps:

1. Exploratory analysis of both meteorological and air quality data;

2. Evaluation of linear models to assess the existence of linear interactions between
meteorological and air quality data;

3. Evaluation of multivariate machine learning models to explore the existence of non-
linear patterns;

4. Forecast of air quality data from either ground or forecast meteorological data.

2. Materials and Methods
Figure 1 shows the flow-chart of the implemented methodology.

2.1. Data Collection

In this work, we explored the association between meteorological conditions and air
quality in the city of Lecce. Accordingly, we used publicly available data collected by the
Apulian Agency for Environmental Protection and Prevention (ARPA-Puglia).

Meteorological data were collected by the ARPA-Puglia weather ground station located
in Lecce. This station provides 14 distinct measures: minimum, medium, and maximum
temperature ( C), minimum, medium, and maximum relative humidity (%), precipitation
(mm), mean and maximum wind speed (m/s), mean wind direction ( ), prevailing wind
direction sector ( ), mean and maximum global radiation (W/m?), and mean atmospheric
pressure (hPa). For each variable, 24 measures are acquired per day.
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Figure 1. Overall flowchart of the proposed methodology. AQ: air quality; LM: linear model; NLM:
non-linear model; An.1: step 1 of the analysis; An.2: step 2 of the analysis; An.3: step 3 of the analysis;
An.4: step 4 of the analysis.

For weather forecasts, we used the meteorological elaborations of the numerical
weather prediction (NWP) model WRF (weather research and forecasting mesoscale). The
parameters configuration of the WRF model was investigated in previous studies [32,33].
The chosen WRF schemas take into account the particular geographical configuration of
Apulia, a thin strip of land surrounded by the Adriatic and the Ionian sea. The hourly
predictions between hours 1 and 72 were obtained by combining the Mellor-Yamada-
Nakanishi-Niino level 2.5 (MYNN 2.5 level TKE) scheme for the boundary layer and
the Mellor-Yamada—-Nakanishi-Niino (MYNN) scheme for the Surface layer. The global
forecast system (GFS) forecasts were employed as initial and boundary conditions using
a 25 km resolution. We used the WRF model output in two distinct domains, 401 and
d02, which have a spatial resolution of 16 km and 4 km, respectively. The WRF model
was used to estimate several atmospheric variables. Here, we considered 6 variables: 2 m
temperature, accumulated total cumulus precipitation, the planetary boundary layer height,
2 m relative humidity, 10 m wind speed and direction, and sea level pressure. As the model
provides predictions over a regular grid, we used the grid analysis and display system
(GrADS), based on the nearest neighbor approach [34], to compare these values with the
actual measurements provided by the weather monitoring station.

Air quality data were collected by the ARPA-Puglia air quality monitoring station of
Lecce, specifically designed to measure the impact of urban traffic. Figure 2 shows the
location of Lecce on the map of Italy (panel A) and the plan of Lecce with the position of
monitoring station (panel B).

Before 2016, the station acquired measurements of 6 pollutants: CO (ug/ m3), benzene
(ug/m3), PMyg (ng/m®), PM,5 (ng/m?®), NO; (ug/m®) and SO, (ug/m?). Since 2016,
9 different measures have been collected: NOy (ug/m?), NO (ng/m?), NO; (ug/m3), CO
(pg/m3), benzene (ug/m3), toluene (ug/m?’), O — xylene (ug/m?’), PMjg (pg/m3), and
PM;5 (ng/ m?). Both meteorological and air quality ARPA data are available online (https:
//www.arpa.puglia.it, accessed on 12 November 2022).


https://www.arpa.puglia.it
https://www.arpa.puglia.it
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Figure 2. Map of Italy with Lecce location (panel A); plant of Lecce, the position of monitoring station
(panel B).

The analysis involving ground weather data has a range of 6 years, from January 2010
to December 2015, while the analysis involving meteorological forecasts spans 4 years from
January 2016 to December 2019.

2.2. Exploratory Analysis

An exploratory analysis was performed to investigate the existence of any dependen-
cies within each dataset, i.e., within the meteorological and within the air quality data. To
this aim, we considered, for each dataset separately, all the possible pairwise variable com-
binations; additionally, to acquire a global overview of the data, we performed principal
component analysis (PCA) [35]. PCA reveals the presence of specific variables (or proper
linear combinations) whose variances “explain” the informative content of the data as a
whole. The basic idea behind PCA is that not all the available features present in a dataset
are really informative, and thus some of them can be neglected without significant loss of
information. PCA returns a sorted list of as many PCs as the number of features, where PCs
are a linear combination of the available features and are orthogonal to each other; the PCs
are sorted according to their variance, so the first principal component PC1 represents a
large fraction of variation of the original dataset, and successive PCs account for decreasing
portions of the remaining variation. In this way, only the first few PCs can be considered to
obtain a good fit of the data. Thus, the problem at hand becomes an optimization problem
to find the minimum number of principal components (thus reducing the dimensionality
of the dataset) without significant loss of information. We performed the analysis on the
summer and winter seasons separately.

2.3. Linear Dependencies

To evaluate the existence of linear dependencies between meteorological conditions
and air quality data, firstly we evaluated Pearson’s pairwise correlation. Then, we con-
sidered a multidimensional linear model for each air quality variable with meteorological
variables used as predictors. Considering the j th air quality variable var_QA; and all the
N meteorological variables var_meteo, we obtained the model

N
var_QA; = Aoj + Z% Ajj var_meteo;
=

where Ay, is the bias term for the j-th air quality variable.
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The linear relationship was also studied with a canonical correlation analysis
(CCA) [36,37]. Given two datasets with N and M variables, respectively, CCA returns
min N, M pairs of variables, called canonical components; the first element of the pair is a
linear combination of the N variables in the first dataset, and the second element of the pair
is a linear combination of the M variables in the second dataset. The first pair of canonical
components is the one maximizing the correlation between the two datasets. As before, we
performed the analysis by considering the summer and winter seasons separately.

2.4. Machine Learning

The study of non-linear relationships was carried out with the random forest (RF)
algorithm [38]. Using the meteorological variables including month, day and hour, we
implemented an RF regression for each air quality variable. Random forest (RF) is one of
the most used and versatile supervised machine algorithms. It consists of an ensemble
of binary classification trees (CART) ease of tuning with only two parameters to set: the
number of trees (T) of the forest and the number of features F that is chosen randomly
at each split. The training phase of the algorithm is based on a bootstrap process and a
feature randomization framework that develop the forest while keeping it robust against
the overfitting issue. An important random forest internal functionality is the possibility to
assess the importance of each feature in the model. In our work, we used an RF standard
configuration with T = 500 trees and F = S/3, where S is the number of input features.
We built a model using the whole dataset, and, as with the CCA, we considered summer
and winter seasons separately. Thus, we obtained information about the most informative
relationship between meteorological and air quality data.

2.5. Air Quality Predictions

Once a solid non-linear relationship was identified, we used a 5-fold cross-validation
framework to evaluate to which extent the RF model could be used for prediction purposes.
The model performance was evaluated using the correlation between predictions and
measured values and using the root mean square error (RMSE). Cross validation was
performed 100 times to evaluate the robustness of the results. The dispersion of the different
predictions evaluates the stability of the model in forecasting the effect of meteorological
conditions on the different air quality measurements.

In the analysis just described, we used meteorological data measured at time ¢ to
predict air quality data at the same time. In a similar way, we investigated whether, by
using WREF predictions, up to 72 h, it is possible to accurately estimate the air quality in
advance. It is well known that meteorological forecasts are intrinsically biased [39]; thus, we
used a machine learning approach, based on measured meteorological data, to reduce the
prediction error as suggested elsewhere [32]. For each variable, we estimated the prediction
error defined as VAR = VAR ey VAR,ps, where VAR is the predicted variable and
VAR ,ps is the variable observed on ground.

To estimate the prediction error for all variables, we used the RF model; in this case,
we used 11 features: day, month, the 2 hourly cyclical component H; e H, defined by

. (h
H1—Sm(24)

h
H, = —
5 cos<24>

and the 7 variables predicted by the WRF model. We trained the correction models on
a temporal window of 30 days prior to the considered day. Thus, the prediction error
estimated by RF, VAR,,,, can be used to correct the WRF forecasts and obtain the best
prediction VAR5t = VARpreq VAR,

The RF model was also used to predict the air quality variables. For all 9 pollutants,
a dedicated RF model was implemented. Each model consisted of 13 features: 7 meteo-
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rological features predicted by RF and successively corrected, the cyclic variables for the
day,
D1 =sin <D7T>
n

D, = cos(D n)
n

where 7 is the number of days in the specific month, the cyclic variables for the month,

(M
M]—S”’l(lz)

M
M, = —_—
b cos( B >

and for the hour of the day, H; and Hj, as previously defined. The analysis was carried
out with different forecast times: 24, 48 and 72 h. Two spatial resolutions were considered,
d01 and 402, of 16 and 4 km, respectively. It is worth noting that for these analyses, as time
was part of the model, it was not necessary to separate the “summer” period (from 1 April
to 31 October) from the “winter” period (from 1 November to 31 March); on the contrary,
previous analyses were carried out by separating these two periods, which are generally
characterized by substantially different behaviors.

3. Results and Discussion
3.1. Statistical Description of the Data

We performed PCA to investigate whether any variable can explain most of the
dataset variability. PCA applied to all the available meteorological variables highlighted, as
expected, that among the 14 variables, there were pre-existing groups of highly correlated
variables, such as the minimum, maximum and average temperature. This preliminary
PCA allowed to select among the highly correlated variables the most informative ones.
Ultimately, the meteorological variables used in the analysis were 7: maximum temperature,
minimum relative humidity, precipitation, maximum wind speed, prevailing wind direction
sector, mean global radiation, and mean atmospheric pressure.

Meteorological and air quality data are characterized by different behaviors in different
seasons of the year, see Tables 1 and 2.

Table 1. Median of the meteorological variables used for modeling and measured across the entire
analysis period, calculated separately for the summer and winter seasons. T. max: maximum
temperature; UMR min: minimum relative humidity; Prec.: precipitation; WS max: maximum wind
speed; WD prev.: prevailing wind direction sector; Rad.mean: mean global radiation; Press Atm:
mean atmospheric pressure.

Meteorological Data

Median T.max UMRmin Prec. WSmax WD prev. Rad.mean Press Atm
SUMMER 23.5 63.0 0.0 3.4 228.3 71.0 1003.8
WINTER 12.6 74.7 0.0 3.4 206.8 9.6 1004.8
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Table 2. Median of the air quality variables measured across the entire analysis period calculated
separately for the summer and winter seasons.

Air Quality Data
Median NO> coO Benzene SO, PMjy PM> 5
SUMMER 12.9 0.2 0.5 2.7 20.7 11.0
WINTER 20.3 0.4 1.1 2.2 234 13.3

This data seasonality is expected for meteorological data but is not expected for air
quality data. In fact, except for SO,, all air quality variables present a significant increment
during winter (Kruskal-Wallis test, p-value < 1%), an effect, probably, which could be
explained in terms of the urban traffic increment in the winter or in terms of heating
in summer.

A correlation analysis was performed to assess the presence of redundant features
within both datasets. Interestingly, the highest correlation value p = 0.5 was found between
the mean global radiation and the minimum relative humidity; otherwise, no statistically
significant correlation was detected.

At this stage we performed PCA on both datasets, meteorological and air quality, to
investigate whether any variable can explain most of our own dataset. The PCA results
for the 7 selected meteorological data are presented in Figure 3 panel A for the summer
and winter seasons, separately. The scree plot shows the presence of a principal component
which dominates the data during the summer seasons. This variable explains 34% of the
total variance of the data.

20

(A) — Summer Winter
0

b
L
0 .-
1 2 3 4 5 13 7 1 2 3 4 L

Dimensions Dimensions

10 e

FPercentage of explained varfances
Percentage of explained varfances

L]

6 7

(B) Summer Winter

oy h—
.“‘~ .\\\
3 4 5 [ 1 2 3 4 5 3

Dimensions Dimensions

H

e
=

Percemtage of explained variances
H z

Percentage of expluined variances

o

Figure 3. Percentage of variance explained by each principal component during summer (left) and
winter (right) for the meteorological data (A) and air quality data (B).
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An analogous analysis was performed for air quality, see Figure 3B. The first PC of the
air quality dataset explains 36% and 45.5% for the summer and winter seasons, respectively.
In both cases, to account for at least 90% of the variance, at least the first 3 PCs have to
be considered. Since the weights of all variables in the first 3 PCs are not negligible, we
conclude that there is no significant benefit in excluding any variable for further analyses.

3.2. Insights from Linear Models

We explored the existence of a linear relationship between meteorological and air
quality data. To this aim, we firstly evaluated the pairwise Pearson’s correlation between
meteorological and air quality features; the results are shown in Table 3. Correlations were
less than moderate, the highest value being 0.44. Accordingly, for both seasons, no linear
relationship was identified between any single meteorological and air quality variable.

Table 3. Correlation coefficients between the 6 air quality variables and the 7 meteorological variables
for both summer (above) and winter (below) period.

SUMMER
Correlation coefficient Tmax UMR  Prec WS WD. RAD . Press.Atm.
NO; 0.16 0.04 0.02 0.27 0.05 0.19 0.00
Co 0.17  0.05 0.00 0.22 0.04 0.13 0.04
Benzene 0.08 0.09 0.01 0.22 0.03 0.08 0.08
SO, 0.22 0.09 0.02 0.04 0.01 0.15 0.03
PMyy 0.28 0.14 0.05 0.07 0.04 0.01 0.08
PMy5 0.27 0.07 0.03 0.19 0.06 0.03 0.28
WINTER
Correlation coefficient Tmax UMR  Prec WS WD. RAD . Press.Atm.
NO; 0.14 0.09 0.04 0.39 0.01 0.23 0.08
CoO 025 0.04 0.06 0.32  0.03 0.16 0.14
Benzene 0.18 0.06 0.06 0.32  0.06 0.14 0.18
SO, 0.00 0.06 0.01 0.01 0.01 0.08 0.01
PMy 0.09 0.03 0.06 0.15 0.02 0.03 0.24
PM;5 0.13 0.02 0.08 0.32  0.08 0.03 0.44

We also used a linear model to test for the presence of multivariate relationships
between meteorological features, used as independent variables, and air quality features,
each used as the dependent variable in 6 different models.

In Table 4 we report, for each air quality variable, the correlation value between the
predicted values from the linear model and the measured values from monitoring station.
The whole dataset was used for training and validation. Even in this case, we observe a
poor relationship between the meteorological conditions and air quality.

A poor correlation is obtained for all air quality features. In terms of RMSE, the worst
performance is obtained by NO, with RMSE 0.6, while for the other pollutants, we
obtained on average RMSE  0.3. These findings suggest that linear models cannot model
the relationship between meteorological conditions and pollution, if any.
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Table 4. Correlation coefficients for all air quality features for both the summer and winter seasons
for the linear model.

Linear Model
Correlation Coef cient NO; CO Benzene SO, PMpy PM;s
SUMMER 032 027 0.23 024 0.34 0.44
WINTER 041 0.37 0.36 0.10  0.30 0.50

Finally, we investigated the existence of a linear relationship using CCA. Combining
6 air quality and 7 meteorological features, we obtained 6 canonical components. They
are the 6 most correlated pairs (x, y) with first component x, a linear combination of air
quality features, and with second component vy, a linear combination of meteorological
features. The results are presented in Table 5. These results show how the best linear
correlation value is 0.47 during summer and 0.57 during winter. Both results indicate that,
even if we globally consider the meteorological and the air quality data, there is a non-linear
relationship between the two datasets.

Table 5. Correlation coefficients for the 6 pairs of canonical components for the summer and winter

seasons.
Canonical Component Analysis
CC-1 CC-2 CC-3 CC-4 CC-5 CC-6
SUMMER 0.47 0.37 0.25 0.11 0.05 0.03
WINTER 0.57 0.38 0.29 0.09 0.04 0.03

3.3. Insights from Non-Linear Models

We explored the existence of a non-linear relationship between meteorological condi-
tions and pollution by means of a machine learning approach, namely RF regression. For
each of the 6 air quality features, we built a specific RF model. It is worth noting that, as we
used RF for modeling purposes, in this case, the whole dataset was used both for training
and validation. Of course, we are aware that such a procedure yields a biased estimate of
the generalization accuracy; nevertheless, this aspect lies far from the scope of this study.
Interestingly, as the dataset dimensions far exceed the number of features exploited by the
model, the overfitting issue should be limited. Results are summarized in Table 6.

From the comparison among Tables 5 and 6, it is evident that the RF model outperforms
the linear models.

Table 6. Correlation coefficients for all air quality features for both the summer and winter seasons
for the non-linear models.

Random Forest

Correlation Coef cient NO; CO Benzene SO, PM;y PM;s
SUMMER 093 094 0.93 0.94 0.95 0.94
WINTER 092 092 0.92 093 094 0.93

3.4. Air Quality Data Predictions

The result obtained with RF trained on the whole dataset suggests the possibility to
use a RF model for prediction purposes. We explored the possibility of modeling the air
quality using meteorological predictors. In this case, we adopted a 5-fold cross-validation
framework repeated 100 times. In order not to alter the configuration of the RF model
investigated previously, we performed the analysis separately for the summer and winter
periods. Figure 4 shows both the summer and winter results. As expected, we observe a
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performance deterioration with respect to Table 6. Except for SO, and benzene, correlations
exceed 0.5. In terms of RMSE, performance for all pollutants remains stable, except for
NO;. Interestingly, despite the cross validation, the variance of the performance measured
in terms of the interquartile range of the boxplots is extremely small, suggesting particularly
robust results. We reported additional figures and tables with the results of our analysis in
Supplementary Materials section.

Correlation between RF predictions and Measures
0.8

NO: co Benzene SO2 PMio PM2s
(A)

Relative RMSE of RF predictions
0.6 |
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Figure 4. Distributions of the correlation (top) and the relative RMSE (bottom) of random forest
predictions vs. measured values for each air quality variable, obtained from 100 repeated 5-fold
cross-validation procedures, for the summer (A) and winter seasons (B).
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The previous results demonstrated how meteorological conditions at time ¢ can be
suitably used to predict the air quality at the same time ¢. Here, we address the problem
of forecasting air quality at future times ¢t + h. In particular, using the numerical weather
prediction model WRE, we investigated three distinct cases: h = 24,48,72 h, 1, 2, and
3 days in advance, respectively. Furthermore, we compared results obtained using data
with spatial resolution d01 (16 km) and d02 (4 km). Finally, as the ground station has its
own geographical coordinates which do not coincide with a node of the grid, we used
the GrADS software to allow the comparison and applied post-processing techniques to
reduce the forecast error for those measures acquired on ground: 2 m temperature, 10 m
temperature, 10 m wind direction and speed, and 2 m relative humidity. We assessed the
performance in terms of MSE and Pearson’s correlation.

The forecast error reduction approach basically consists in training a specific RF model
on a period of 30 days prior to the day of interest in order to predict the WRF bias on the
estimation of the weather variables. This approach proved effective in reducing the average
forecast error to the point of making it close to zero. In the case of the wind speed of 10 m,
in addition to reducing the systematic error, this approach also reduced the error globally.

This error reduction occurred for all the considered variables, except for the 10 m wind
direction (for the temperature at 2 m, no significant improvement was observed because
the forecast was already excellent). However, for the 10 m wind direction, this approach
effectively reduced the direction accuracy (DACC). For a detailed description of the forecast
error reduction in the predicted WRF variables, see the Supporting Material section.

Once the WRF prediction mean error was reduced, a new RF model was trained for
each of the air quality variables, in the same way as in the previous analysis, with the
difference that the measured weather values were replaced by the WRF predicted and
corrected weather values. Since the WRF model was used to obtain forecasts with 1, 2 and
3 days in advance on two spatial domains with resolutions of 16 and 4 km, respectively, the
same number of air quality variable predictions are available.

In panel A of Figures 5-7, we show the performance of each of the 9 models in terms
of relative RMSE and correlation coefficient on the lowest resolution domain d01 using 1-,
2- or 3-day forecasts, respectively.

In panel B of Figures 5-7, the performance for each of the 9 models in terms of relative
RMSE and correlation coefficient on the higher resolution domain d02 using 1-, 2- or 3-day
forecasts, respectively, are shown.

The results show that regardless of the spatial domain and the type of forecast, the
RF models for the prediction of air quality achieve good performance in terms of the
correlation coefficient (higher than 0.7) for NO,, CO, PM;y, and PM;s. If for CO, PMjj,
and PMj; s, the relative RMSE is excellent, as it is lower than 0.2, and for NO,, despite the
good correlation between the predicted and measured values, the relative RMSE is 0.4.
In the Supporting Material section, we reported scatter plots and time series for the four
air quality variables showed good performance. Given the length of the analyzed time
window, for the time series, we considered only the first four months of the considered
period.
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Figure 5. Distributions of the relative RMSE (top) and Pearson’s correlation coefficient (bottom) for
each RF model using the WRF prediction for the first day (+24) on the lower resolution domain d01
(A) and on the higher resolution domain d02 (B).
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Figure 6. Distributions of the relative RMSE (top) and Pearson’s correlation coefficient (bottom) for
each RF model using the WRF prediction for the second day (+48) on the lower resolution domain
d01 (A) and on the higher resolution domain d02 (B).



Atmosphere 2023, 14, 475

14 of 17

Relative RMSE of RF predictions
———
2.0
15 |
1.0 |
051 —— S —
NOX NO NO, €O & & & PMy PM,,
& & ¥
(A) ¥ R o
Correlation between RF predictions and Measures
1.0
08 | — '
0.6 | —_— _
0.4
0.2 |
0.0 |
NOX NO No, CO o & ¥PM, PM,,
§ S gF
¥ K O
Relative RMSE of RF predictions
2.0
15|
1.0
054 — = ==
NOX NO NOo, CO & \5?% _\3\‘5 PMy, PM, 5
(B) $ g
Correlation between RF predictions and Measures
1.0
0.8 S— g
0.6 s
0.4 | =
0.2
0.0 4 _ : _ : : : : .
NOX NO NO, CO  * \%& $& PM;; PM,s

Figure 7. Distributions of the relative RMSE (top) and Pearson’s correlation coefficient (bottom) for
each RF model using the WRF prediction for the third day (+72) on the lower resolution domain d01

(A) and on the higher resolution domain d02 (B).
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4. Conclusions

In this work, we analyzed the peculiar case of the Southern Italian province of Lecce
in the Apulia region. This province has the highest tumor rate in the region despite heavy
industries being substantially absent. We hypothesize here that meteorological conditions
affect the air quality of this province. Using machine learning, we combine ground and
forecast meteorological factors with air quality data to investigate possible interactions
between them. The study, through the use of typical machine learning techniques, confirms
the existence of a relationship between meteorological data and air quality data and shows
that this relationship is certainly non-linear.

Using this relationship, it is possible to both predict current air quality data using the
current measured meteorological data and predict future values of air quality variables
using weather forecasts.

The relationship between meteorological data and air quality data is not univocal but
is site-specific and also dependent on seasonality and therefore cannot be generalized. For
this reason, although numerous studies have already been conducted in this regard, each
referring to a specific location, it is necessary to repeat the analyses for each new site of
interest.

Of course, our study was affected by the typical limitations of ecological studies;
however, it is worth noting that our goal was not to demonstrate a causal relationship.
Our findings reveal a significant association between meteorological conditions and the
concentrations of PMjg, PM,5, NO; and CO. In a future study, it might be of interest
to analyze whether such an association could explain the anomalous tumor rate in the
studied region, which does not have any heavy industries. In fact, high concentrations of
pollutants can result from specific meteorological conditions that, for instance, influence the
depth of the planetary boundary layer, and cause air stagnation, the long-range transport
of pollutants, or other phenomena.

Supplementary Materials: The following supporting information can be downloaded at: https:
/ /www.mdpi.com/article/10.3390/atmos14030475/5s1, Table S1. Comparison between predictions of
the wind speed 10 m with and without bias correction on both domains, d01 and d02, in terms of MSE
and correlation coefficient; Table S2. Comparison between the wind direction 10 m predictions with
and without bias correction on both domains, d01 and d02, in terms of MSE and correlation coefficient;
Table S3. Comparison between the temperature 2 m predictions with and without bias correction
on both domains, d01 and d02, in terms of MSE and correlation coefficient; Table S4. Comparison
between the humidity 2 m predictions with and without bias correction on both domains, d01 and
d02, in terms of MSE and correlation coefficient; Figure S1. Comparison between corrected and no
corrected MSE of Wind Speed 10 m predicted; Figure S2. Scatter plot to compare the wind direction
predicted by the WRF model without post processing and the wind direction measured by the
ground station; Figure S3. Comparison between the MSE of the WD10 predicted with and without
bias correction; Figure S4. Comparison between the Direction Accuracy for the prediction of Wind
Direction 10 m with and without bias correction; Figure S5. Scatter plot to compare predicted and
measured values for NO,, CO, PMyy, PM; 5 for the first day (+24) on the lower resolution domain
d01 (A) and on higher resolution domain d02 (B); Figure S6. Scatter plot to compare predicted and
measured values for NO,, CO, PMjg, PM; 5 for the second day (+48) on the lower resolution domain
d01 (A) and on higher resolution domain d02 (B); Figure S7. Scatter plot to compare predicted and
measured values for NO,, CO, PMyg, PMy 5 for the third day (+72) on the lower resolution domain
d01 (A) and on higher resolution domain d02 (B); Figure S8. Time series for NO,, CO, PMjy, PM3 5
for the first four months of the considered analysisb period. The red line concerns the measured
values. The black line concerns the RF predictions for the first day (+24). Panel (A) is for the lower
resolution domain d01, while panel (B) is for the higher resolution domain d02; Figure S9. Time
series for NO,, CO, PMjy, PM; 5 for the first four months of the considered analysis period. The red
line concerns the measured values. The black line concerns the RF predictions for the second day
(+48). Panel (A) is for the lower resolution domain d01, while panel (B) is for the higher resolution
domain d02; Figure S10. Time series for NO,, CO, PMjg, PMy 5 for the first four months of the
considered analysis period. The red line concerns the measured values. The black line concerns the
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RF predictions for the third day (+72). Panel (A) is for the lower resolution domain d01, while panel
(B) is for the higher resolution domain d02. Reference [32] is cited in Supplementary Materials.
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