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Abstract: Despite many advantages, digital impressions, when compared to the conventional one,
produce contrasting results and their complete substitution is still under debate. This comparative
study aims to test a way to perform a clinical evaluation of digital impression Accuracy and True-
ness with a gypsum check. After calculating the Trueness, Precision, and Accuracy of the digital
impressions, a gypsum check was fabricated and screwed on implant abutments. The impression
was not considered reliable if the gypsum check fractured during the insertion. The gypsum check
test was correlated to a cut-off of 100 µm Trueness. Mean Trueness was 151.19 ± 37.23 µm of the
first optical impression and 125.47 ± 41.90 µm of the second optical impression. The Precision mean
was 39.76 ± 10.89 µm. The mean Accuracy percentage was 98.69 ± 0.29%. The gypsum checks
fractured 10 times on 42 tests, and in any case, the Trueness value was above the 100 µm cut off, with a
p = 0.001. A gypsum check screwed onto an implant abutment could be considered a way to perform
clinical measurement of Trueness, allowing the clinician to understand if the Trueness value is higher
or lower than 100 µm and reflecting the reliability of digital impressions.

Keywords: accuracy; intraoral scan; trueness; digital impression; gypsum check; passive fit

1. Introduction

Since the beginning of the contemporary era, dental impressions of oral hard and
soft tissues have played a central role in dental practice because they represent the main
communication medium between clinician and technician to fabricate a dental prosthesis.
Historically, the first dental impression material used was beeswax, and a few years later
the field benefited from the invention of the first dental tray [1]. The most crucial turning
point was the discovery of alginate in 1947, an irreversible hydrocolloid derived from
marine algae that is associated with good dimensional stability [2]. Alginate is still today
the most used dental material in everyday practice. In order to improve accuracy and
dimensional stability, dental industries developed another material that replaced alginate in
precision impressions, especially in fixed prosthetic rehabilitations: elastomers. Elastomers
could be divided into polyethers, polysulfides, and silicones, which provide better accuracy,
elasticity, and dimensional stability than previous impression materials [3]. The materials
mentioned above are used for conventional analogic impressions, but another impression
technique is available nowadays: the optical impression. In 1983, dr. François Duret was the
first clinician to fabricate a dental crown with an optical impression taken by an intraoral
scanner (IOS) [4]. Digital impression provides many advantages: it is better tolerated by
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patients, allows faster communication with the dental technician, provides a high accuracy
level, and is highly powerful marketing tool because it is less invasive and has reduced
chair time [5,6]. Optical impressions are still under debate because their accuracy could be
affected by technical errors depending on clinical conditions (such as the presence of blood
and saliva during scanning and clinician experience) and differs between each IOS [7]. This
simple formula defines Accuracy as Accuracy = Trueness ± Precision, where Trueness
indicates how far a measurement is from the reference value and Precision indicates how far
measurements are far from each other [8]. Few comparative studies between conventional
and digital impressions have been conducted with discrepant findings, considering that
most were in vitro [9]. Impression accuracy remains the most critical factor in dental
impressions, especially in multiple implant-prosthetic rehabilitation, because an accurate
impression could guarantee a passive fit of a definitive prosthetic crown [10]. Passive fit,
defined as the minimal gap at the framework–implant surface without tension, is the result
of the best accuracy level that could have an impact on the final outcome of implant-based
prosthesis, but misfit values are still under debate [11]. Many methods were proposed to
evaluate the exact correspondence of implant positions between the definitive cast and
the real clinical position, allowing the passive fit of future rehabilitations. These methods
include polymeric, metal, and resin devices, but as suggested by Manzella et al. even
Gypsum devices could be used to verify the implant position [12]. This comparative study
aims to test a simple way to perform a clinical evaluation of digital impression reliability,
through the outcomes of a gypsum check screwed on implant abutments. Moreover, it
aims to propose a threshold value of clinical tolerance misfit, considering the hypothesis of
the correlation between the fracture of gypsum check and a misfit above 100 µm, which
does not allow the passive fit of prosthetic frameworks.

2. Materials and Methods

This prospective comparative study was conducted in accordance with the Declaration
of Helsinki, and the protocol was approved by the Ethical Committee of University Hospital
“Policlinico di Bari” (N. Prot. 0069684). All patients attend the Department of Dental
Prosthetics of the Dental School of the University of Bari and have accepted and signed
informed consent forms for treatment and documentation for scientific purposes.

2.1. Sample Description

The following inclusion criteria were adopted:

• A treatment plan which includes rehabilitation with at least two adjacent implants;
• The clinical indication of implant-supported FDP;
• Good periodontal conditions;
• Stable occlusion;
• No comorbidities that contraindicated implant surgery;
• Reduced gag reflex.

The exclusion criteria applied were:

• Clinical contraindications to implant treatment;
• Implants that exceeded the maximum mutual inclination allowed by manufacturers;
• Presence of parafunction or periodontal disease;
• Poor oral hygiene;
• Increased gag reflex;
• Presence of comorbidities that contraindicated implant surgery.

2.2. Workflow and Operating Protocol Description

The clinical protocol was structured on implants (Neoss-ProActive Straight, Neoss-
ProActive Tapered, Milano, Italy) as follows:

• Initial evaluation: compilation of medical records with anamnesis, orthopantomogra-
phy, and eventual intraoral radiograph, and, when necessary, CBCT; impression taking
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using irreversible hydrocolloid impression material (Alginate—Kromopan LASCOD,
Sesto Fiorentino, Italy); and analysis of the study models.

• Surgical time: after local anesthesia, a full-thickness flap was elevated, two adjacent
implants were inserted according to the actual guidelines of the operating protocol,
and the implant site was immediately closed with a cover screw.

• Exposure of the cover screw and substitution with the healing abutment after four
months from the surgical time;

• Definitive impression;
• Positioning of provisional PMMA composed of 3 elements (one single pontic);
• Definitive impression.

For the purpose of the study, each patient was subjected to one conventional impres-
sion with polyether and two digital impressions with an intraoral scanner to calculate
Trueness and Precision.

Here, both impression protocols are described.
Conventional impression workflow

• Custom tray fabrication after alginate impression, perforated to allow the unscrewing
of transfers;

• Removal of the healing screw;
• Positioning of impression transfer coping at 30–35 N;
• Radiological check of correct insertion;
• Splinting of impression transfer coping with Duralay (Reliance Dental, Worth, IL, USA),

an autopolymerizing polymethylmethacrylate (PMMA) resin;
• Clinicians took the conventional impression with a polyether (Impregum, 3M ESPE,

Dental Products, St. Paul, MN, USA);
• After 6 min, impression transfer copings were unscrewed, and the custom impression

tray was removed from the patients;
• Assessment of definitive impression taken;
• Extra-hard plaster cast was made with 4th-type gypsum (Fujirock Ep Classic,

GC Corporation, Tokyo, Japan);
• Plaster cast digitalization using 3Shape D500 (Copenhagen, Denmark) laboratory scanner.

Digital impression workflow

• Vivadent Optragate (Schaan, Liechtenstein) retractor was positioned;
• Healing screws were replaced by PEEK scanbodies;
• Optical impression was taken with Carestream 3600 (Rochester, New York, NY, USA);
• STL file was generated on CAD station and the digital cast was reconstructed.

2.3. Accuracy Analysis

In the beginning, after reconstructing the digital model on the CAD-CAM station of
each three impressions, the authors manually measured the distance between each transfer
axis in the conventional impression and between each center of the scanbody in the digital
impression. The distance between the scanbodies’ centers in the first optical impression
was indicated as Digital Impression 1 (DI1), and the same distance for the second optical
impression was indicated as Digital Impression 2 (DI2). The distance between transfers of
conventional impression was indicated as RV (Reference Value) because it was considered
as the reference value. First of all, to evaluate the reliability of the optical impression
and its comparison with the analogic impression, Trueness, Precision, and Accuracy were
calculated. Trueness is defined as the closeness of measurements to the reference data. In
this study, it is the difference between the distance of the two transfers of the analogic
impression and the distance of the two scanbodies of the optical impression. According to
ISO rules [8], Trueness must be calculated on a minimum of 25 measurements, which is
usually possible with superimposition software using the best-fit algorithm [13], but it is
incompatible with a clinical investigation, as it could be very invasive to take 25 different
impressions on the same patient. So, in this study, ISO Trueness was intended as the differ-
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ence between the mean digital distance of 2 optical measurements and the conventional
impression. Authors called the Trueness of two measurements “Specific Trueness”, which
is calculated as follows:

Specific Trueness (µm)=|digital distance− real distance|

Precision is defined as the closeness of repeated measurements, calculated as the dis-
tance between multiple measurements of the same object performed by the same instrument
under the same conditions, calculated as follows:

Precision (µm) =

√
(distance1 −mean distance) 2 + (distance2 −mean distance)2

measurement number

After Trueness and Precision calculation, the Accuracy value can be calculated for
each patient. From the ISO definition, Accuracy could be defined as a linear distance: the
range between the Trueness—Precision value and Trueness + Precision value. By definition,
Accuracy is represented by the formula “Trueness ± Precision” and is expressed in µm.

In order to simplify the readability, allowing an immediate understanding of such
value, the authors proposed to convert a distance value to a percentage value. To do so,
Dimensional Error was considered, and can be calculated as follows:

Dimensional Error (%) =
|mean digital distance− real distance|

real distance
x 100

Thus, the Accuracy percentage is calculated as = 100− Dimensional Error. The last step
of this research was to correlate the Accuracy of the digital models with the clinical situation.
For each patient, three gypsum gigs were fabricated, respectively, for the two digital and the
conventional impressions, assessing the impact of impression Accuracy on the passive fit of
future rehabilitation. The gypsum check was inserted with a controlled torque of 10 N. If
clinicians could insert it without complications, the impression was considered reliable. If
partial or total fracture occurred, the impression would not allow the passive fit of future
rehabilitation, so it was considered inadequate and had to be retaken. Patient information
about single measurement, Trueness, Precision, Accuracy and percentage Accuracy, and the
final clinical check of gypsum gigs were collected into a database.

2.4. Clinical Cases

Below are reported three clinical cases: the first one the optical impression leads to a
good outcome, without the fracture of gypsum check, unlike the last two cases that showed
a bad outcome, fracturing the gypsum check (Figure 1).

2.5. Statistical Analysis

The outcome of the gypsum check (fractured/not fractured) was correlated with the val-
ues of Specific Trueness of the first and second digital impressions, considered as dichotomic
variables using a cut-off of 100 µm (<100 µm and >100 µm), and the Accuracy percentage
values, using a cut-off of 98% (<98% and >98%). A Chi-Squared test between two paired
groups was performed with STATA, version 13.0 (Stata Corp., College Station, TX, USA).
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Table 1. Sex, age, and rehabilitation distribution of sample. 
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1 M 72 V 
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4 M 69 III 
5 M 62 III 
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7 M 71 VI 
8 M 72 IV 
9 M 69 VI 
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11 F 73 III 
12 F 80 III 
13 M 58 III 
14 F 73 II 

Considering that the original Trueness ISO definition is “on more than 30 measure-
ments” and does not apply to a clinical study, Specific Trueness considered only two 

Figure 1. (a) Gypsum check screwed on abutments showed no fracture; (b,c) gypsum check frac-
tured when screwed on abutments; (d–f) intraoral rx showed correct coupling between implant
and abutments.

3. Results

This comparative study included 14 patients who were subjected to two adjacent im-
plant prosthetic rehabilitation: 9 were males (64.3%) and 5 were females (35.7%). Prosthetic
rehabilitations were located in different sextants: one in the first sextant (7.1%), one in the
second sextant (7.1%), six in the third sextant (42.9%), two in the fourth sextant (14.4%), one
in the fifth sextant (7.1%) and three in the sixth sextant (21.4%). These data are reported in
the following table (Table 1)

Table 1. Sex, age, and rehabilitation distribution of sample.

Patient N. Sex Age Localization (Sextant)

1 M 72 V
2 M 69 VI
3 M 74 IV
4 M 69 III
5 M 62 III
6 F 81 III
7 M 71 VI
8 M 72 IV
9 M 69 VI
10 F 75 I
11 F 73 III
12 F 80 III
13 M 58 III
14 F 73 II

Considering that the original Trueness ISO definition is “on more than 30 measure-
ments” and does not apply to a clinical study, Specific Trueness considered only two
measurements, consisting of two different digital impressions. The distances between
scanbodies of the first and second optical impression were indicated, respectively, as Digital
Impression 1 (DI1) and Digital Impression 2 (DI2). The distance between transfers of a
conventional impression was indicated as Reference Value (RV). The Specific Trueness of
the first and second optical impressions was indicated as Specific Trueness 1 (ST1) and
Specific Trueness 2 (ST2). The last column is represented by Precision, which evaluates
the repeatability of measurements under the same clinical conditions performed by the
same instrument. The results of these measurements and calculations are reported in the
following table (Table 2).
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Table 2. Measurements for all patients are listed here. DI1 represents the distance between the
interaxes of the scanbodies measured in the first digital impression; DI2 represents the same distance
in mm calculated by the second scan. RV (Reference Value) indicates the real value obtained from the
pick-up impression scanned in the laboratory in mm. ST1 expresses the difference in absolute value
between S1 and RV in µm. ST2 describes the difference in absolute value between S2 and RV in µm.
Precision represents the difference between two digital impressions performed for the same clinical
case with the same intraoral scanner.

Patient DI1 (mm) DI2 (mm) RV (mm) ST1 (µm) ST 2 (µm) Precision (µm)

1 19.517 19.560 19.520 3.33 40.00 21.67
2 5.770 5.747 5.730 40.00 16.67 11.67
3 6.840 6.793 6.890 50.00 96.67 23.33
4 13.950 13.900 13.990 40.00 90.00 25.00
5 13.300 13.020 13.017 283.33 3.33 140.00
6 18.323 18.323 18.770 446.67 446.67 0.00
7 6.607 6.660 6.847 240.00 186.67 26.67
8 14.127 13.970 13.837 290.00 133.33 78.33
9 7.567 7.630 7.767 200.00 136.67 31.67

10 9.673 9.683 9.607 66.67 76.67 5.00
11 20.927 21.130 20.637 290.00 493.33 101.67
12 9.313 9.427 9.437 123.33 10.00 56.67
13 13.110 13.120 13.117 6.67 3.33 5.00
14 11.510 11.570 11.547 36.67 23.33 30.00

Mean 151.19 ± 37.23 µm 125.47 ± 41.90 µm 39.76 ± 10.89 µm

Regardless of the absolute distance between the two scanbodies/transfers, which
differs for each patient, it is interesting to evaluate the values of Specific Trueness and
Precision. The ST of the first impression is in a range from 3.33 µm of the digital impres-
sion, most similar to the analogic one, to reach 446.67 µm in a patient, and the digital
impression is very different from the conventional one with a mean calculated Trueness of
151.19 ± 37.23 µm. Regarding the second impression, ST2 was from a minimum of 3.33 µm
to a maximum of 493.33 µm, with a mean ST of 125.47± 41.90 µm, similar to the first digital
impression. Precision values ranged between 0 and 140.0 µm of a discrepancy, with a mean
of 39.76 ± 10.89 µm. As reported in the literature [14], a cut-off of 100 µm was considered:
the impression with an ST of less than 100 µm was considered reliable, and the impression
with an ST of more than 100 µm was considered unreliable. The distribution of the different
STs of both impressions is in Figure 2.

After measuring the Specific Trueness and Precision, the authors calculated the Accu-
racy values with the formula proposed by ISO rules (as Trueness ± Precision), expressed
as a range in µm units. The closer it is to 0, the more accurate the impression is. As the
authors have two different values of Specific Trueness (one for each Digital impression),
two different values of Accuracy were reported. To make it easier and faster to understand,
the authors proposed the calculation of Accuracy in percentages through the Dimensional
Error, as shown previously. Accuracy is reported as follows (Table 3).

The accuracy value of the first and second optical impressions have, respectively,
a mean of 151.19 ± 39.76 µm and 125.48 ± 39.76 µm. Dimensional Error was within
a range between 0.02 and 3.50, with a mean of 1.3, leading to an Accuracy percentage
between 96.50% and 99.98%, with a mean of 98.70%. The overall Accuracy mean value was
138.34 ± 39.76 µm (Figure 3).
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Figure 2. Specific Trueness values distribution: the 57% of digital impressions were within 100 µm.

Table 3. Accuracy: Accuracy 1 refers to the first optical impression, and Accuracy 2 to the second
optical impression. Dimensional Error and Accuracy % were calculated and are reported in this table.

Patient Accuracy 1 (µm) Accuracy 2 (µm) Dimensional Error Accuracy %

1 3.33 ± 21.67 40.00 ± 21.67 0.02 99.98
2 40.00 ± 11.67 16.67 ± 11.67 0.70 99.30
3 50.00 ± 23.33 96.67 ± 23.33 0.73 99.27
4 40.00 ± 25.00 90.00 ± 25.00 0.29 99.71
5 283.33 ± 140.00 3.33 ± 140.00 2.18 97.82
6 446.67 ± 0 446.67 ± 0 2.38 97.62
7 240.00 ± 26.67 186.67 ± 26.67 3.50 96.50
8 290.00 ± 78.33 133.33 ± 78.33 2.10 97.90
9 200.00 ± 31.67 136.67 2.58 97.42
10 66.67 ± 5.00 76.67 ± 5.00 0.70 99.30
11 290.00 ± 101.67 493.33 ± 101.67 1.41 98.59
12 123.33 ± 56.67 10.00 ± 56.67 1.31 98.69
13 6.67 ± 5.00 3.33 ± 5.00 0.05 99.95
14 36.67 ± 30.00 23.33 ± 30.00 0.32 99.68

Mean 151.19 ± 39.76 125.48 ± 39.76 1.3 98.70

Finally, the last section of this study is the comparison between the numeric data
calculated above and an in vivo clinical correlation. A gypsum check of 3 mm thickness
and 8 mm height was fabricated with type IV plaster (FujiRock, GC, Tokyo, Japan) for
each impression and screwed onto implant abutments at 10 N. If a gypsum check was
inserted and screwed without complication, the impression was considered reliable, but if
it presented some cracks or fracture, the impression was not considered reliable because it
would not have allowed the passive fit of future prosthetic rehabilitation. The outcomes of
the gypsum check (intact or fractured) are reported in Table 4.
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Table 4. Gypsum check outcomes.

Patient N. First Digital
Impression

Second Digital
Impression

Conventional
Impression

1 Intact Intact Intact
2 Intact Intact Intact
3 Intact Intact Intact
4 Intact Intact Intact
5 Fractured Intact Intact
6 Fractured Fractured Intact
7 Fractured Fractured Intact
8 Fractured Intact Intact
9 Fractured Fractured Intact
10 Intact Intact Intact
11 Fractured Fractured Intact
12 Intact Intact Intact
13 Intact Intact Intact
14 Intact Intact Intact

So, out of 42 gypsum checks that were fabricated, 32 were able to be screwed without
complications, and 10 failed to be screwed onto the prosthetic abutment, resulting in a
partial or total fracture. The conventional impression, considered as the reference value,
showed no fracture of gypsum check. These results were matched with the Specific Trueness
of the digital impression and the Accuracy percentage, allowing us to understand better
the clinical implication of the calculated data (Table 5).
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Table 5. Outcomes of gypsum check matched with Specific Trueness values.

Patient N. Specific Trueness 1 First Digital Impression Specific Trueness 2 Second Digital
Impression Accuracy %

1 3.33 Intact 40.00 Intact 99.98
2 40.00 Intact 16.67 Intact 99.30
3 50.00 Intact 96.67 Intact 99.27
4 40.00 Intact 90.00 Intact 99.71
5 283.33 Fractured 3.33 Intact 97.82
6 446.67 Fractured 446.67 Fractured 97.62
7 240.00 Fractured 186.67 Fractured 96.50
8 290.00 Fractured 133.33 Intact 97.90
9 200.00 Fractured 136.67 Fractured 97.42
10 66.67 Intact 76.67 Intact 99.30
11 290.00 Fractured 493.33 Fractured 98.59
12 123.33 Intact 10.00 Intact 98.69
13 6.67 Intact 3.33 Intact 99.95
14 36.67 Intact 23.33 Intact 99.68

To find a possible correlation with the Chi-Squared test, a cut-off of 100 µm for Specific
Trueness and a cut-off of 2% for Dimensional Error, resulting in a threshold value of
98% Accuracy, were considered to find a correlation between the gypsum check clinical
outcomes and the Trueness and Accuracy values (Table 6).

Table 6. Statistical analysis of correlation between gypsum check outcomes and Specific Trueness
and Accuracy.

Independent Variable Gypsum Intact Gypsum Fractured p < 0.05

Specific Trueness of first
Digital Impression p = 0.001

<100 µm 7 0
>100 µm 1 6
Specific Trueness of second
Digital Impression p = 0.001

<100 µm 9 0
>100 µm 1 4
Accuracy p = 0.001
<98% 0 5
>98% 8 1

Out of 28 digital measurements, 16 were within the established acceptability threshold
of 100 µm (57%), and 12 were over the threshold (43%). The Chi-Squared test demonstrate a
strong association between the fracture of gypsum check and values of Specific Trueness of
more than 100 µm for the first and the second digital impression. Moreover, the same test
demonstrates the correlation between the fracture of the gypsum check and an Accuracy
below the threshold value of 98%.

4. Discussion

This study aims to validate the gypsum check to perform a clinical evaluation of
the Trueness and the Accuracy of digital impressions in everyday practice, suggesting a
threshold value for an acceptable misfit. Despite the latest technological progress of dental
companies, which permit clinical procedures to be simpler, faster, and more reliable, the
comparison between digital and conventional impressions is still under debate.

4.1. Accuracy Evaluation of Digital Impression

Many studies have reported better results for conventional impression [10,15,16], al-
though different authors consider digital impression to be superior to the conventional
one [17,18]. In addition, many authors report the similarity of both techniques considering
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the accuracy [18,19]. Accuracy is expressed as Trueness ± Precision, so these two values
should be calculated. Specifically, Trueness represents the difference between a measured
distance on digital impressions and the same measurement made on the reference model
scanned by a laboratory scanner. So, the Trueness will then express how far our mea-
surement of digital impression deviates from the value most like true clinical situations.
Precision will express the “scattering”, counted as the dispersion of measurements taken
with the intraoral scanner; it will show how much several scans of the same patient differ
from each other. Accuracy will thus be affected by Precision and Trueness, being an indi-
cator of the quality of the procedure and the instrument. To perform these calculations,
following the ISO rules, the measurements should be conducted on at least 30 samples [8].
This indication is incompatible with clinical study, considering the difficulty of taking at
least 60 impressions for each patient. In fact, most studies are conducted in vitro with
superimposition software [20,21]. So, in this study, the authors have proposed “Specific
Trueness” because they considered the linear distance within a specific sector evaluated
with three impressions.

4.2. Comparison between Digital and Conventional Impressions

After these technical considerations, the clinical implications of the discrepancy be-
tween digital and reference impressions should be considered. These differences are
primarily due to procedural, methodological, and instrumental factors. The scanner used,
the methodology used to compare impressions, and the scanning technique are variables
that could influence the outcome [22]. Son et al., in their in vitro study, evaluated the
accuracy of different scanners, and the results varied depending on the scanner used and
the scanning strategy applied. According to Mennito et al., who suggest the best scanning
pathway that provides better Accuracy values, we used a sequential approach: starting
from the occlusal side, going from the distal to mesial to the contralateral tooth, we then
recorded the buccal side and completed the lingual/palatal side [23]. Additionally, the
distance between the intraoral scanner tip and the tooth could severely affect the Accuracy
value. In their in vitro study, Rotar et al. demonstrated that the best distance between tip
and tooth is 10 mm and Accuracy values worsen in direct proportion to moving away from
this distance [24]. In the present study, the authors maintained a distance of about 10 mm,
which, however, is very difficult to keep throughout the duration of the scan, due to the
patient’s movements.

4.3. Comparison between Different Intraoral Scanners (IOS)

Another technical variable is represented by the intraoral scanner, as diffusely reported.
In this study, the authors used the Carestream 3600 intraoral scanner (Carestream, Rochester,
NY, USA), previously tested by different authors. When this device was tested in vitro on
a prototype, the partially (PEM) or totally (FEM) edentulous mandible showed excellent
results for Trueness and Precision values: for PEM 45.8 ± 1.6 µm and 24.8 ± 4.6 µm,
respectively, and for FEM 60.6 ± 11.7 µm and 65.5 ± 16.7 µm, respectively [25]. Another
study conducted on nine intraoral scanners concluded that the same machine performed
excellently, reporting an overall Accuracy value of 26.9 ± 15.9 µm [26]. Similar results
were obtained by Di Fiore et al., using a model with scanbodies with an accuracy of
61 ±14 µm [27]. Mangano et al. concluded that the sectoral scan of scanbodies has better
performances compared to the full arch scan, with Accuracy values of 23 ± 1.1 µm and
44.9 ± 8.9 µm, respectively [5]. In this study, the authors found a lower Accuracy than
previously cited authors: an average Accuracy value of 138.34 ± 39.76 µm was reported in
the results. This may be explained by this being a clinical study, which differs from in vitro
studies for many reasons.

4.4. Limitations of Previous Studies

Many authors have concluded that several factors could adversely affect the quality
of intraoral scans in vivo: saliva, blood, limited buccal opening, and possible movements



Appl. Sci. 2023, 13, 7358 11 of 15

of the patient [28]. For such reasons, very few in vivo studies have been able to report
some discrepant results. In addition to clinical variables, technical features must also be
considered: scanned area, number of elements, scanning pattern technique, and the type of
scanbodies and their mutual inclination could affect the Accuracy value, as reported by
Lee et al. [29]. However, the limitations of these studies are many: Most of all, the methods
to calculate Trueness, Precision, and Accuracy are not standardized. This issue was also
highlighted by Miyoshi [30], who proposed a solution which provides “Reference Points”
for measurements; this was the reason why in our study only the center of scanbodies was
considered to produce a reliable Trueness and Precision evaluation. A similar system was
used by Roig et al. [31] in vitro: two scanbodies were analyzed and Accuracy was measured
in the two center points. After these considerations, the final aim of both digital and
conventional impressions is to faithfully reproduce the clinical situation as best as possible
in order to transfer correct data to the dental laboratory, leading to reliable rehabilitation.

4.5. Clinical Considerations of Misfit

Besides natural tooth rehabilitations, a key role in long-term implant survival in
implant fixed dental prostheses (FDPs) consists of the passive fit of future prosthetics
frameworks, which can only be achieved by the excellent reproduction of the clinical
situation in the laboratory stages [32]. Clinical passive fit depends on the Trueness of
impression: the lower the discrepancy values expressed by Trueness, the higher the ability
of the digital impression to reproduce the real clinical situation. Many authors have
proposed different threshold values of Trueness to consider faithful or unfaithful impression.
Like most of them, we considered a threshold value of 100 µm of the average Trueness [14,
33], in contrast with some researchers who have proposed a more stringent limit, set at
75 µm [34]. In Oreja’s study, several repeated scans with different scanners performed on a
single patient lead to a 78% discrepancy of less than 75 µm in the maxillary, while in the
mandible discrepancy occurred 68% of the time below the set threshold [34]. Presently,
there is no universally accepted maximum misfit threshold in the literature; this is because
the passive fit could have some degrees of variability due to the different amounts of
friction to which the FDP is subjected during insertion [35]. This study reflects the need of
dental clinicians to evaluate quickly the passive fit of future prosthetic rehabilitation, as
well as collect information of Trueness of digital impression without carrying out difficult
virtual measurements and calculations. The method considered is the gypsum jig, or
“Check”, which is present in the literature and has been used with excellent results for many
years [12,36]. An alternative to gypsum is the Duralay check; however, the Young modulus
of gypsum is usually between 1 and 2 GPa [37], while the Young modulus of Duralay
(PMMA) is between 3 and 5 GPa [38]. These features of the two different materials reflect
undoubtedly their elasticity and their ability to forfeit energy during their deformation.
Gypsum, which is less elastic than Duralay, allows less deformation, so it fractures much
quicker than Duralay when subjected to deformation. In particular, these studies revealed
the excellent sensitivity of this system in detecting “misfits” as dimensional and angular
inaccuracies. As in previous studies, the gypsum check was performed with type IV plaster
(FujiRock, GC, Tokyo, Japan) milled by CAD-CAM on a digital model developed after
optical impression and built on an analogic model developed after conventional impression.
When screwed to implant abutments of the patient, every gypsum check performed after
the traditional impression retained its integrity, but the gypsum checks fractured 10 times
out of 28 when they were CAD-CAM-milled by digital models after optical impression.
This outcome was correlated with the Specific Trueness and Accuracy values, and the
authors found a strong correlation between the fracture of the gypsum check and Specific
Trueness values over 100 µm and Accuracy percentage values below 98% (p = 0.001).

4.6. Clinical Comparative Studies Evaluation

The lack of clinical study makes it difficult to compare our results to similar studies.
Most clinical studies have aimed to compare the Accuracy of digital impressions to con-
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ventional ones: Liczmanski et al. compared the Accuracy between digital and alginate
impressions in mixed dentition, showing no clinically relevant differences [39]; Gan et al.
found similar values of Trueness and Accuracy to this study [40], concluding that differ-
ences were clinically acceptable. Rhee et al. found some differences between the 3D model’s
superimposition, but did not suggest any conclusions about their clinical acceptability [41].
Considering that the first clinical study to evaluate the difference between digital and con-
ventional impressions in implant rehabilitations was conducted in 2018 by Alsharbaty et al.,
who found significant differences between conventional and digital impressions regarding
implant positions [10], this is a very novel topic that should be investigated further. A
2020 review of clinical studies considered only six studies, concluding that conventional
impression is more accurate than digital but underlining the lack of consensus on the clini-
cally tolerable values of Accuracy for dental impressions [42]. Another clinical study that
compared both suggests that the digital impression displayed better the interdental areas
in periodontally compromised dentitions; nevertheless, their results were “clinically not
satisfactory” [43]. Only a similar single pilot study evaluated the measurement of Trueness
and Precision in five volunteers, using a Co-Cr alloy appliance fitted on a mandibular
dentate arch, showing more precise values of Trueness and Precision than this study and
concluding, however, that conventional impression showed significantly better values,
in agreement with this study’s results [44]. To the best of our knowledge, this is the first
study to correlate the digital Trueness and Accuracy values with the outcomes of screwed
gypsum checks on implant abutments. Our results suggest a clinical tolerance threshold
value of over 100 µm for Trueness and over 98% for Accuracy.

4.7. Limitations and Recommendations for Future Research

Many limitations must be considered in this study: Firstly, the small sample size,
which was a convenience sample, and the measurements were conducted by a not-blinded
expert clinician directly on a virtual cast. There were too few images to permit the software
superimposition measurement, which reduces the power of this study’s conclusions. It is
also necessary to take into account that the authors assumed that the elastic properties of
abutments, implants, plaster, and Duralay are included in the range of tolerance which
allows the passive fit, established by the outcomes of gypsum checks. Understanding
the elastic behavior of these materials better could lead to a better interpretation of the
results. Moreover, the lack of clinical studies and of a real consensus regarding the clinically
acceptable misfit means that there is no significant reference to compare these results,
so it could be considered as a pilot study, which may pave the way for further studies
with larger samples and more images to superimpose with 3D software analysis for more
powerful results.

5. Conclusions

• Despite the limitations of this pilot study, the authors suggest that the gypsum check
screwed onto implant abutments is an effective method to quickly detect the Trueness
and Accuracy values of digital impressions, considering, respectively, cut-off threshold
values of 100 µm for Trueness and 98% for Accuracy percentage.

• Considering that the passive fit of the framework plays a central role in prosthetic
rehabilitations which involve multiple implants, the authors propose 100 µm as a max-
imum clinical tolerance misfit value: at values over 100 µm of misfit, the impression
could not be considered reliable because it does not allow the passive fit of future
prosthetic frameworks.

• Further clinical studies on larger samples with many years of follow-up may confirm
these considerations or propose a more accurate method.
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