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Abstract—The recent rapid development of Generative AI, and
the resulting market growth, has introduced new challenges for
social responsibility, an area where companies may need more
guidance. In this regard, the literature covers a broad spectrum,
from the impact of bias to the potential use of this technology
to implement undemocratic surveillance. Another focus area
discusses the AI industry’s commitment to human rights and
social responsibility, examining the diverse actors involved in this
commitment and the context-dependent nature of their impact
on human rights.

This work performs a systematic review and a comparative
analysis of the strategies and actions taken by four leading
companies — OpenAI, Meta AI Research, Google AI, and
Microsoft AI — with respect to five critical dimensions: bias,
privacy, cybersecurity, hate speech, and misinformation. Our
study analyzes 192 publicly available documents and reveals
that depending on the diversity of products and their nature,
some companies excel in the research and development of
technologies and methodologies for privacy preservation and
bias reduction, offering user-friendly tools for managing personal
data, establishing expert groups to research the social impact of
their technologies, and possessing significant expertise in tackling
hate speech and misinformation. Nonetheless, there is an urgent
need for greater linguistic, cultural, and geographic diversity in
research lines, tools, and collaborative efforts.

From this analysis, we draw a set of actionable best practices
aimed at supporting the responsible development of AI models,
and Foundation Models in particular, that are aligned with
human rights principles.

Impact Statement—Responsible AI practices have been widely
studied. While recommendations fostering Responsible AI exist,
these are often high-level statements that are sometimes difficult
to translate into concrete implementation strategies. Currently,
there is a significant gap between high-level AI ethics principles
and low-level concrete practices for AI companies. In this study,
we provide actionable advice for AI companies to address the
impacts that their implementation choices, especially in the field
of Generative AI, may have in the social sphere, with particular
reference to the human rights safeguard. Through an in-depth
investigation of what current actions, strengths and limitations,
have been taken by leading AI companies, we identify a set of
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best practices, either already in place or that would be good to
implement. These are concrete actions that the AI industry can
deploy to promote a next generation of AI firmly rooted in a
human rights-centered perspective.

Index Terms—Responsible AI, Trustworthy AI, Generative AI,
Human-centered AI, Human Rights.

I. INTRODUCTION

Generative Artificial Intelligence (AI) has made significant
progress in recent years, providing advantages across diverse
sectors, including the creative industry and medicine [106]
[14]. Nevertheless, there are domains and contexts in which
Generative AI can impact human rights, including but not
limited to privacy, non-discrimination, freedom of opinion
and expression, freedom of peaceful assembly and various
fundamental freedoms. Within this framework, Foundation
Models are a rapidly expanding sector. For instance, after
its launch, ChatGPT — developed by OpenAI — gathered
a user base of over 100 million within less than two months
[79]. These developments underscore the pressing need for the
progression of responsible and rights-committed Generative
AI.

In this scenario, the private sector — particularly companies
specializing in AI development — assumes a pivotal role.
In this respect, the Office of the High Commissioner for
Human Rights (OHCHR) recognizes two distinct approaches
to regulating Artificial Intelligence [118]. The first approach
is a risk-based strategy that assigns substantial accountability
to the private sector by identifying and addressing risks to
attain desired results. The second incorporates human rights
principles into every AI development and implementation
stage. This approach includes human rights principles through-
out the data collection and selection process and the design,
development, deployment, and use of the resulting models,
tools, and services. As per OHCHR, immediate measures are
required today to prevent, tackle, and mitigate the potential
adverse effects of Generative AI [118].

The human rights issue in the AI industry is a topic of
ongoing and continuous discussion. Various organizations,
including the United Nations [119], International Amnesty [7],
European Center for Not-for-Profit Law Stichting [35], Access
Now [3], AI Now Institute [4], and others, actively seek to
collaborate with the industry to advance Responsible AI.

This work aims to contribute to these efforts by attempting
to fill the gap between high-level principles and low-level
concrete practices that can be deployed by the AI industry to
address the challenges and concerns of one particular area of
Responsible AI, the one connected to human rights protection.
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The human rights doctrine can, on one side, contribute to
reducing the gap between high-level AI ethics principles and
low-level concrete practice, and on the other side, it can
support the definition of AI ethics principles, as human rights
can support value alignment for AI systems across a range of
different national and social contexts [42]. The human rights
vision can help close the gap between research and practice
and between scientists and civil society, providing a common
vocabulary and a shared understanding [42].

The outcomes of our research yield the following research
contributions:

• Through a systematic review, we have highlighted the
specific measures taken by a set of big AI players (i.e.
OpenAI, Meta AI Research, Google AI, and Microsoft
AI) in addressing five different dimensions: Bias, Mis-
information, Hate speech, Cybersecurity, and Privacy.
These actions directly influence the protection of fun-
damental human rights, encompassing but not limited
to the right to non-discrimination, health, security, ac-
cess to information, free expression, and privacy, among
others. Additionally, our assessment has identified both
strengths and weaknesses in the company’s measures
and strategies.

• By conducting a thematic analysis of the most important
publicly available documents related to each parameter in
each selected organization, we have identified recurring
themes that revolve around ethics, the need for diversity
and representation, and the importance placed on collab-
oration and research.

• In light of these findings, we offer a set of actionable best
practices that these and other companies can embrace
to enhance their performance on these parameters. This,
in turn, will strengthen their approach to Responsible
and Trustworthy AI, solidifying their commitment to
upholding human rights.

Building upon the research conducted in the study ad-
dressing the maturity of Responsible AI in [16] and the
examination of challenges and gaps within the AI industry [1],
our work makes a valuable contribution by proposing a series
of best practices to be implemented within the AI industry. It
is essential to emphasize that these recommendations draw
inspiration from existing measures while also presenting a
potential remedy for identified weaknesses. Collectively, these
practices intend to uphold human rights within the burgeoning
AI industry.

The paper is structured as follows: Section II provides
background information about corporate social responsibility
and human rights in the AI industry. Section III introduces
our methodology, describing all the steps of the systematic
review, including comparative and thematic analysis. Section
IV provides a comparison of the companies’ strategies with
respect to the selected analysis parameters, and outlines the
recommended best practices. Finally, Sections VI delves into
the threats to validity, and Section VII presents our conclusion
and future work.

II. BACKGROUND AND CONTEXT

Nowadays, a substantial body of scholarly literature focuses
on human rights and artificial intelligence [106], [100], [111],
[41], [102], [105], [64], [31], [113], [5]. This discussion spans
a broad range of topics from fighting bias to the possible use
of AI to implement non-democratic surveillance models.

Rowena Rodrigues [106] examines AI’s legal and human
rights concerns, such as the lack of legal personhood, intellec-
tual property, and liability for damages. Her study evaluates
the suggested solutions and the state of their implementation
while considering persistent gaps and challenges. Overall, the
analysis highlights the significant impact of AI applications
on human rights, for instance how liability issues associated
with harmful uses can affect people’s right to life and access
to effective remedies [106].

Emilie C. Schwarz [113] presents an additional analysis that
aligns with the same perspective, highlighting the account-
ability of transnational corporations in Artificial Intelligence
regarding human rights. The study examines possible uses of
AI in different human activities and identifies the specific
rights that may be impacted if responsible AI practices are
not followed. Among these rights are the right to privacy,
freedom of thought, freedom of expression, security, non-
discrimination, peaceful assembly, and the right to work, all
enshrined in the Universal Declaration of Human Rights [113].

On the other hand, Aizenberg [5] delves into the design of
values to incorporate stakeholders and translate fundamental
rights into context-dependent designs. The study places human
rights in a central position, focusing on values derived from
the Universal Declaration of Human Rights and its application
and interpretation within the European AI industry.

Our work follows a similar trajectory and aims to help AI
companies design Responsible AI systems, that can impact
the exercise of human rights, by providing them with practical
guidance. Through analysis of five parameters and an evalu-
ative framework, we derive what could be the best practices
for responsible AI systems development.

Lastly, it is crucial to recognize that the responsibility for
unexpected social consequences resulting from AI develop-
ment should be shared not only by the companies involved but
also by decision-makers, regulatory bodies, service providers,
and authoritative figures in sectors that are incorporating or
considering the use of Generative AI in their operations. De-
veloping a vision that prioritizes human rights and is socially
responsible requires a collective effort.

A. AI Companies’ Commitment to Human Rights and Social
Responsibility

A social dilemma is a predicament where individuals must
determine the best course of action. In this scenario, there
are two possible choices: 1) looking out for one’s own best
interests or 2) looking out for those of the community. In the
first scenario, the self-focused option guarantees personal well-
being but at the expense of others. In the second scenario, the
cooperative option entails personal sacrifice for the benefit of
the group [98].
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Similarly, the discourse revolves around the AI innovation
dilemma, that is to weigh the different benefits of Generative
AI against the potential impact on society and human rights.
This responsibility falls upon AI companies at various stages,
ranging from research and design to development.

Several scholars contend that responsibility is distributed
among stakeholders like innovators, providers, and consumers
[81].While these analyses aid in delineating the private sector’s
duties, they overlook the crucial role of ongoing reflexive
research into diverse social contexts. In specific instances, a
mere caution may not suffice to safeguard rights like privacy.

AI companies have an inherent responsibility to promote
social well-being and protect human rights, given that their
activities have significant implications for fundamental aspects
of society, including democracy. This obligation, although not
explicitly established, is indirectly mentioned in documents
such as the Universal Declaration of Human Rights, the
International Covenant on Civil and Political Rights, and the
European Convention on Human Rights [124]. Companies are
held responsible to the state in which they are situated, as
well as to national laws, such as the penal code, and to the
international duties of that state under human rights law [124].
Often obligations are not clearly established, which constitutes
an ”accountability gap” [124]. Another motivating factor for
companies to prioritize respect for human rights is their aim to
safeguard their reputation. Indeed, even large and prominent
companies have been involved in several scandals related to
the non-transparency or unfairness in their systems [125],
[83], as well as to their propensity to generate misinformation
[82]. One mitigation measure could be to develop and encour-
age voluntary mechanisms for AI companies to assess their
products’ potential social, ethical and human rights impacts
[124], [22]. However, this requires government incentives,
guidance from specialized human rights institutions [120], and
– in particular – a novel mechanism for multidisciplinary and
multisectoral cooperation. Especially as companies today face
a legislative environment that imposes progressively greater
burdens on social responsibilities and human rights, costing
work, financial resources, and time to profit-oriented actors
[26], [80], [15].

On the other hand, the impact of the AI industry extends
beyond the economic realm and significantly influences social,
political, and cultural contexts. Scholars sometimes refer to
this tendency as ”corporate power” [19]. This term acknowl-
edges their influence in diverse areas, such as the labour
market, narratives on social media, security, and other related
domains. Therefore, it is crucial to place AI innovation within
a multi-layered landscape, as the consequences for human
rights depend on the cultural, social, economic, and political
milieu [19].

Nevertheless, allocating social responsibilities to the pri-
vate sector yields both adverse and favourable consequences.
One of the negative consequences is that imposing excessive
liability on innovators and AI companies may discourage
competition, leading to the exit of smaller companies from the
market and allowing economically robust entities to dominate
the industry [81]. Conversely, one positive result is that the
substantial weight of responsibility catalyzes collaboration

among companies, service providers, and consumers, intend-
ing to mitigate any negative repercussions and cultivate a
continuous feedback cycle. Striking a delicate equilibrium
between effective regulation and fostering innovation is a
highly complex matter, [81], a Gordian knot to be resolved
in the coming years.

Despite those above, the field of study regarding the social
dimensions of AI has grown rapidly in the last decade [21].
This study aims to enhance the understanding of strategies
and activities related to human rights within the private sector
and contribute to joint and multidisciplinary efforts for a
trustworthy, accountable and people-centered AI.

III. METHODOLOGY

This qualitative study conducts a descriptive and compara-
tive analysis of the measures implemented by four leading AI
companies regarding bias reduction, privacy protection, cyber-
security, fighting hate speech, and addressing misinformation.
We conducted a systematic (grey) literature [59] review of all
the publicly available documents of these companies, followed
by a comparative analysis.

A. Research Questions

Our research questions are as follows:
• RQ1. What Responsible AI practices, in terms of

risk mitigation and human rights protection strate-
gies/actions, do leading AI companies like OpenAI,
Google, Microsoft, and Meta employ when developing
AI models, and in particular Generative AI models?

• RQ2. What are companies’ strengths, and weaknesses
in risk mitigation and human rights protection actions?

• RQ3. Which best practices can be adopted to enhance
risk mitigation and human rights safeguard within the
AI industry, with particular reference to Generative AI
development?

All the steps followed in our study are highlighted in the
following sections (Figure 1).

B. Study design

To conduct our study, we implemented the following steps:
1) Companies and parameters selection: This phase in-

volves identifying and selecting the specific companies
to be analyzed and determining the evaluation’s param-
eters or criteria.

2) Establishing a search strategy: A systematic strategy
is defined to find relevant information in the published
document sources.

3) Adopting eligibility criteria for data extraction: This
is done in order to ensure that only meaningful and
reliable sources are included.

4) Analysing and synthesizing selected data: The ob-
tained data is evaluated, organized, and synthesized to
make a meaningful analysis.

5) Performing thematic analysis: Using Atlas.ti we iden-
tified recurring themes within the synthesized data, pro-
viding a deeper understanding of the overarching trends
and characteristics.
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Fig. 1. Study design steps

The following sections provide a detailed description of
each step.

C. Companies and Parameters Selection

In order to analyze how some of the Responsible AI issues
are addressed by the industry, we conducted a comprehensive
analysis of four leading companies operating within the
AI industry: OpenAI, Meta AI Research, Google AI, and
Microsoft AI. These companies were selected based on their
substantial impact on the AI market and research, and their
relevance across various domains [104].

Each of the four aforementioned companies exhibits a
wide range of approaches and regulations for Responsible AI
development, each with its own particular mission and vision.

OpenAI is a notable corporation renowned for its innovative
work in Artificial Intelligence and great emphasis on research.
OpenAI’s mission is to create safe Artificial General Intelli-
gence for humanity’s benefit. ChatGPT and Dall-E are two of
its products, and its research spans across the text, audio, and
image domains [90].

Meta AI Research is a Meta Platforms, Inc. division.
Meta’s Fundamental AI Research Team (FAIR) is devoted to
various AI-related topics. Meta’s vision is to disseminate its
research within the AI community and encourage collaborative
efforts to develop Responsible AI [70].

Google AI has emerged as a prominent and influential
participant in AI, making significant contributions. Google AI
is committed to performing impactful AI research to enhance
societal well-being. It actively participates in the academic
community by sharing its research outcomes through open-
source projects and facilitating global collaborations [50].

Microsoft AI has the objective of facilitating the empow-
erment of people and organizations by democratizing AI [73].
Azure, the Microsoft cloud computing platform, plays a vital
role within their AI ecosystem by facilitating the deployment
and management of AI applications and solutions [73].

The selection of the parameters for the analysis is based
on the insights obtained from prior scholarly research into
the perceived impacts (positive and negative) of Generative
Artificial Intelligence [14] and the human rights challenges
in AI [1]. Thus, based on the concerns identified in [14] and
[1], we have compiled a preliminary inventory of rights that
could be undermined by the misuse of Generative AI or by
insufficient protective measures. A comprehensive list can be
found in the online appendix [13]. In this initial research,
we have focused on five specific issues that will serve as

parameters. In the future, we plan to broaden our analysis to
include other criteria such as algorithmic transparency, liability
for damages caused, etc.. With the above in mind, the five
parameters chosen are as follows:

1) Bias. Following the definition given in [36], we define
bias as ”an inclination of prejudice towards or against
a person, object, or position”. The potential for un-
desirable biases in AI systems to exacerbate existing
social inequities — or even generate new ones — has
recently received considerable attention across a range
of academic disciplines, from AI to SE to public policy,
law, and ethics [17], [43], [121]. Bias reduction is related
to the rights of Equality and Non-Discrimination.

2) Misinformation. Is fake or inaccurate information,
while disinformation is deliberately created to deceive or
manipulate [39]. Fighting dis/misinformation is linked
to protecting the right to information, freedom of ex-
pression, and participation in public affairs. Depending
on the misinformation content or intention, it may also
affect rights such as health, non-discrimination, life, and
personal security, among others. Note: In this study, we
employ the term misinformation because, regardless of
whether it is part of an orchestrated operation or not,
false information has a variety of detrimental effects on
society — some of the companies’ strategies analysed
focus on disinformation or misinformation.

3) Hate Speech. It is defined as a type of offensive lan-
guage that uses stereotypes to express a hateful ideology
[122]. It is further described as any communication that
disparages a person or group based on a characteristic
such as race, color, ethnicity, gender, sexual orientation,
national origin, religion, etc. [85]. Fighting hate speech
is related to protecting rights such as the right to
equality and non-discrimination, freedom of thought and
expression, security of person, public order and safety.

4) Privacy. There is a large discussion on its definition;
while some consider it ”the state in which a person is
not observed or disturbed, or to be free from public
attention” [30] others hold that ”is not simply an absence
of information about us in the minds of others, rather it
is the control we have over information about ourselves”
[84]. For the purposes of this research, we refer to
privacy as the right to have one’s data processed in a
way that results compliant with the seven protection and
accountability principles outlined in GDPR Article 5.1-
2 [37]: Lawfulness, fairness and transparency, Purpose
limitation, Data minimization, Accuracy, Storage limi-
tation, Integrity and confidentiality, and Accountability.
Privacy is a human right in itself and is related to others,
such as the protection from Unlawful Interference with
Privacy and Respect for Private and Family Life.

5) Cybersecurity. According to the European Union
Agency for Cybersecurity (ENISA), ”shall refer to secu-
rity of cyberspace, where cyberspace itself refers to the
set of links and relationships between objects that are
accessible through a generalised telecommunications
network, and to the set of objects themselves where they
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present interfaces allowing their remote control, remote
access to data, or their participation in control actions
within that Cyberspace” [33]. Since data is mentioned in
this definition too, and Cybersecurity itself is considered
an implementable measure into GDPR [37], it is often
difficult to mark a separation line between Privacy and
Cybersecurity. That is why we considered also some
specific data protection nuances in Section IV-E. Cy-
bersecurity is related to rights such as the Security of
Person and Privacy.

The rights listed above are enshrined in the Universal Dec-
laration of Human Rights (UDHR), the International Covenant
on Civil and Political Rights (ICCPR), and the European
Convention on Human Rights (ECHR). We have included
these rights as they are directly relevant to the risks identified
in the literature. However, it is essential to remember that
human rights are indivisible, interrelated, and interdependent
[60]. Therefore, additional rights may be compromised if, for
instance, biases in Generative AI persist.

D. Search strategy
For our search strategy, two researchers meticulously iden-

tified and extracted official information from the selected
sources, such as the companies’ official websites, official
blogs, privacy policy documents, and other relevant official
channels. This task was done through the Google search
engine (https://www.google.com/). We performed the search
in private-browsing mode after logging out from personal
accounts and erasing all web cookies and history [99]. By
including diverse formats of official information, we guarantee
that collected data is reliable, up-to-date, and aligned with
the companies’ official stance on bias reduction, privacy pro-
tection, cybersecurity, combating hate speech, and addressing
misinformation.

E. Eligibility Criteria and Data Extraction
Initially, two authors independently conducted the initial

search; overall, they came up with 192 sources. The selected
sources met these criteria:

1) They had to come from official websites and qualify as
primary sources (communications, reports, statements,
and policies coming directly from the company’s official
websites).

2) For policies, only the most recent available update was
included.

3) The resource must address at least one of the chosen
parameters

We point out that we primarily searched for documents in
the field of Generative AI, and when there were no specific
documents on Generative AI, we focused on AI documents in
general.

Then, a third author conducted a secondary filter on the
initial 192 sources to identify those that contained relevant
information about each parameter (bias reduction, privacy
protection, cybersecurity, fighting hate speech, and addressing
misinformation); so, 152 sources, including blog posts, privacy
policies, reports, and guidelines, were finally obtained. The
overall quantitative results are shown in Table I.

TABLE I
DOCUMENTS SELECTED IN THE DATA EXTRACTION PHASE

Company Resources analyzed Resources selected
OpenAI 42 30

Google AI 60 49
Meta AI Research 43 39

Microsoft AI 47 34
Total 192 152

F. Data analysis and synthesis

The qualitative analysis involved a comprehensive review of
152 diverse textual sources, encompassing official statements,
communications, websites, reports, policies and terms of use,
scientific articles, and blog posts, among others, obtained from
the companies’ websites under examination. For this purpose,
we designed an evaluative framework for the selected
parameters (bias, privacy, hate speech, misinformation, and
cybersecurity). For each parameter, the framework emphasizes
some specific indicators. To provide an example, for the
parameter Bias, the indicators are diversity (internal, as an
objective, and in practice), the existence of a specialized task
force, multi-sectorial cooperation such as with governments,
NGOs, and institutions specialized in Human Rights, research,
innovation & investment, findings disclosure and open access
to mitigation resources (tools /methods) (to fortify the AI
ecosystem), Transparency in ongoing efforts, and Voluntary
audits/reports. There are more indicators within the rest
of the parameters (privacy, cybersecurity, hate speech, and
misinformation). The evaluative framework is available in
the online appendix [13]. Based on this framework, we
identified strengths and potential areas for enhancement using
a four-evaluation scale: (i) strengths, (ii) weaknesses, (iii)
areas for improvement, and (iv) no information. Through this
process, we discerned and recommended best practices already
adopted by analyzed companies and those advisable for future
implementation. An excerpt and simplified representation of
our evaluative framework is presented in Table II; the entire
framework with all parameters and the remaining indicators,
the tables with document analysis for each company (OpenAI,
Google AI, Meta AI Research, and Microsoft AI), together
with all the resources retrieved and analyzed, are available in
the online appendix [13].

G. Thematic analysis

Once selected the sources, using Atlas.ti [11] — a software
for qualitative text analysis — we conducted a thematic
analysis [20] on documents containing the most valuable
information for each parameter. We selected the most rep-
resentative document for each company and each parameter.
The reason for selecting only one document is to ensure
comparability across companies. For some parameters, not all
companies provide more than one document, therefore varying
document lengths could influence the coding results. Selecting
only one document for our thematic analysis follows this
rationale. For instance, certain ”hate speech” documents from
one company are shorter than those from other companies,

https://www.google.com/
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TABLE II
EXTRACT FROM THE EVALUATIVE FRAMEWORK

Parameter Indicator Rationale Scale Assessment Questions

BIAS Internal Di-
versity

It allows multiple perspectives to be incorporated,
contributing positively to research and innova-
tion. Internal diversity is critical for identifying
biases based on knowledge of the unique realities
of different communities.

- Strength,
- Weakness,
- Need for Im-
provement
- No Informa-
tion

1. Is the team’s composition involved in developing
AI systems diverse, including members from different
racial, ethnic, gender, and socioeconomic backgrounds?
2. Does the company promote diversity and inclusion
in its hiring practices and workplace culture? [...]

HATE SPEECH
Exploring
model
weaknesses

It involves extensive testing, validation, and ad-
versarial analysis to detect issues such as suscep-
tibility to attacks, biases, or over-fitting. Further-
more, research into model vulnerabilities enables
continuous improvement and innovation within
AI companies, driving advances in model con-
struction and algorithmic methodologies.

- Strength,
- Weakness,
- Need for Im-
provement
- No Informa-
tion

1. Has the company conducted thorough testing, val-
idation, and adversarial analysis to detect weaknesses
in AI models related to hate speech?
2. Is there evidence of ongoing efforts to identify issues
such as susceptibility to attacks, biases, or overfitting
in AI models for addressing hate speech? [...]

MISINFORMATION
Contribution
to Media
Literacy

AI companies can improve users’ media literacy
by providing easily accessible information, train-
ing programs, and educational materials. This
indicator aims to assess the degree to which AI
companies encourage responsible media usage
and assist individuals in navigating an ever-more
information-centric society with confidence and
proficiency.

- Strength,
- Weakness,
- Need for Im-
provement
- No Informa-
tion

1. Does the company provide educational materials to
enhance users’ understanding of misinformation and
responsible use of AI models?
2. Are there initiatives to inform users about the
importance of verifying information and the potential
consequences of spreading misinformation? [...]

Note: The comprehensive evaluative framework can be found in the online appendix [13].

thus we opted to select documents of equivalent length for
all four company parameters. Following this rationale and
the eligibility criterion 3 outlined in Section III-E, and after
reviewing all relevant documents pertaining to each parameter,
we selected the ones that encapsulate the most significant
efforts from the companies across the selected parameters.

As an example, in the case of ”misinformation”, we opted
for the document titled ”Here’s how we’re using AI to help
detect misinformation” [65] for Meta, as it provides the most
relevant insights into Meta’s efforts against misinformation.
Since not all companies feature a dedicated section addressing
how they combat misinformation, we selected, for instance,
”Forecasting potential misuses of language models for disin-
formation campaigns and how to reduce risk” [86] from the
Research section for OpenAI. This document serves as a basis
for evaluating OpenAI’s efforts in this domain. The selected
texts for each company are: 1) OpenAI [88], [92], [93], [86]
[28], 2); Google AI [48], [51], [29], [46], [48], 3); Meta
AI Research [66], [67], [108], [112], [65]; and 4) Microsoft
AI [72], [63], [54], [53], [75], resulting in 20 documents,
including texts from official websites, privacy policies and
other texts.

After employing Artificial Intelligence-based coding in At-
las.ti and reviewing and discarding codes that were either
repetitive or did not provide significant information for con-
tent analysis (codes like Artificial Intelligence, Technology,
Intelligent Systems, Machine Learning, etc.), we obtained 28
codes. The complete list with all codes retrieved is available
in the online appendix [13]. We omitted codes such as ”Hate
Speech,” ”Misinformation,” ”Bias,” ”Security,” and ”Privacy”.
Since we selected texts based on these parameters, these codes
led to redundancy.

Figure 2 reveals that the most prominent themes overall are
”Ethics”, ”Data Management”, ”Representation: Diversity”,
and ”Fairness”, which reflect the companies’ commitment to
the development of responsible and diverse AI, as indicated
by the code ”Representation: Diversity”.

Other noteworthy findings include ”Collaboration: Partner-

ships”, ”Research”, and ”Safety and Compliance”, which
hold significance, particularly when considering they come
from companies’ efforts in combating misinformation, hate
speech, and bias.

Additional relevant codes encompass ”User-Centric de-
sign”, ”Adaptability”, ”Technology impact”, ”Transparency”,
”Accountability”, and ”Technology: Education”, implying a
more people-centric approach and a focus on transparency and
accountability.

Upon analyzing each company separately, it is possible
to observe that the most recurrent themes for Google are
”Ethics”, ”Data Management” and ”Fairness”, with ”Collab-
oration: Partnerships”, ”Research”, and ”User-centered de-
sign” being of slightly lesser prominence. On the other hand,
for OpenAI, the most prevalent theme is ”Data Management”,
followed by ”Ethics” and ”Collaboration: Partnerships”.
Furthermore, ”Research”, ”Accountability”, ”Accuracy”, and
”Transparency” are also notable, albeit to a lesser extent.

Meta, on its part, places a greater emphasis on ”Fairness”,
”Representation: Diversity”, and ”Research”, while ”Deep-
Fakes Detection” ”Adaptability”, and ”Accountability” hold
slightly less weight.

Finally, Microsoft exhibits a distinct focus on ”Represen-
tation: Diversity”, ”Safety and Compliance”, ”Ethics”, and
”Fairness” with ”DeepFakes Detection”, ”Accountability”,
and ”Transparency” being comparatively less emphasized.

Overall, the thematic analysis conducted in this study
reveals that Meta AI Research, OpenAI, Microsoft AI and
Google AI prioritize ethics, diversity,collaboration, data man-
agement, and research as crucial elements of Generative AI
development. The subsequent section provides more detailed
insights into each company’s measures, substantiating the
concerns identified in this thematic analysis.

IV. COMPARATIVE ANALYSIS RESULTS

This section discusses the most important results of our
analysis in terms of strengths, weaknesses, and best practices
for bias reduction, privacy protection, cybersecurity, fight-
ing hate speech, and addressing misinformation by the four
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Fig. 2. Thematic analysis: Sankey diagram of the most recurrent codes

analyzed companies, based on our evaluative framework, its
indicators and scales. All the analysis details, together with a
more detailed discussion, can be found in the online appendix
[13].

A. Bias Mitigation

Strengths: In the current landscape, the selected AI compa-
nies are handling bias through various approaches. Internally,
they seek representation within their teams, particularly among
staff dedicated to addressing these issues. For instance, Ope-
nAI maintains a team of reviewers from different backgrounds
who follow specific guidelines [88], [95]. Similarly, Microsoft
AI has established a team dedicated to Fairness, Accountabil-
ity, Transparency, and Ethics (FATE) in Artificial Intelligence.
This group is tasked with researching the social implications
of artificial intelligence to foster accountability across various
AI models [40]. Google AI, for its part, has committed to
increasing its internal representation ratios. This incorporates
a specific objective of tripling the leadership representation
percentage from 30% to 60% by 2025 [47].

On the other hand, these companies also engage in col-
laborative projects with academia and experts to enhance
methodologies and tools for bias mitigation. For instance,
Meta AI Research has established a multidisciplinary team that

has pioneered a novel approach for assessing a broad spectrum
of biases in NLP models [66]. This approach goes beyond
considerations of race, gender, and ethnicity and is referred to
as the ”demographic text perturber”.

On the research and development (R&D) front, OpenAI has
also considered ”Constitutional AI”, which involves using AI
to oversee other AIs. The process does not include human
labeling, which has a risk of human-induced biases but instead
employs a list of principles and norms that should help in
creating a safer model [12]. Microsoft AI has conducted a
study titled ”Performance and Bias in Human-AI Teamwork
in Hiring”, investigating the collaborative performance and
potential biases that may arise when humans work alongside
AI in the hiring process [97]. Meta AI Research has also
created datasets and other sources related to the ”Improving
methods for measuring the fairness of AI systems” project [96],
which are available on their GitHub repository1.

Finally, some companies test their models to identify the
probability of generating bias. Google AI, for example, per-
forms exhaustive adversarial testing of final AI systems to
detect and correct unfair outcomes. Notably, one of their
research outcomes involves the development of the regular-
ization technique MinDiff for ML Fairness [101].

1https://github.com/facebookresearch/ResponsibleNLP

https://github.com/facebookresearch/ResponsibleNLP
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Other notable efforts include undergoing a Civil Rights
Audit, as seen in the case of Meta AI Research in the United
States, which demonstrates their commitment to gaining a
deeper understanding of bias and advancing their services
towards equity [6].

Weakness: Despite the notable efforts by the four compa-
nies, there is a prevailing presence of Western perspectives
in AI research and tools across all of them. Additionally,
companies like OpenAI have acknowledged that implementing
and testing bias mitigation measures has primarily focused on
English content [89]. In other cases, such as Microsoft AI, it
is unclear how they address bias in Generative AI, including
whether there is a diverse group of reviewers and if they
adhere to specific guidelines. Although there is a brief mention
of a strategy for mitigating bias in Generative AI in the
Microsoft’s blog [18]. The above remains a recurring challenge
in this and other parameters, especially for companies offering
a diverse array of services. Furthermore, it is imperative
to further enhance and promote academic collaboration in
research embracing a multidisciplinary and geographically
varied approach.

Best practice: 1) Actively engage with non-governmental
organizations and AI ethics and human rights research centres
from diverse backgrounds to enhance the approach to bias
mitigation. 2) The research team, research lines, and tools in
this field should encompass geographic, linguistic, social, and
cultural diversity.

These recommendations draw inspiration from the practices
of leading organizations such as OpenAI, which works to
ensure diversity in its data labelling team, Microsoft AI’s
establishment of a specialized team on this matter, FATE, and
Google AI’s commitment to increasing representation indices
within its internal team.

B. Addressing Misinformation
Strengths: In terms of combating misinformation, the AI

industry collaborates with experts to deepen their understand-
ing and better address it. For example, OpenAI’s team has
explored the potential applications of Generative AI in gen-
erating misinformation and proposed strategies to counteract
it. Its article, ”Generative Language Models and Automated
Influence Operations: Emerging Threats and Potential Mit-
igations” delves into the dimensions, actors, and shifts in
the dynamics of disinformation stemming from the use of
Generative AI [44]. Microsoft AI, on its part, has conducted
research on disinformation campaigns in the United States,
France, Poland, Germany, and Ukraine across various social
media platforms.

The advancement of technology is also a vital component.
Microsoft AI has made significant financial investments in
technology such as the Video Authenticator, which is expressly
aimed at identifying potentially misleading images and videos
online, particularly deepfakes [53]. In addition, Microsoft AI
has implemented supplementary technologies to authenticate
the authenticity of news material [24]. Google AI has also
introduced Microsoft AccountGuard, a dedicated cybersecu-
rity tool tailored for political leaders, political parties, non-
governmental organizations, and think tanks using Office 365.

Each of these initiatives constitutes a crucial component of
their Defending Democracy program [24].

Companies such as Meta AI and Google AI have a com-
prehensive strategy that includes a wide range of projects:
their services include social media, news platforms, search
engines, and other related platforms. Meta AI has created
dedicated hubs that center around specific subjects, such
as the COVID-19 Information Centre, the Climate Science
Information Centre, and the US Voting 2020 information [107].

Regarding technological development, Meta AI has also or-
ganized the Kaggle DeepFake Detection competition, leading
to the creation of the DeepFake Detection Challenge dataset.
This dataset is currently the most extensive publicly available
collection of face-swapping videos, comprising over 100,000
clips [32]. Meanwhile, Google AI and YouTube actively
explore using artificial intelligence to detect synthetic content
in real time. This project involves specialists from all over
the world [46]. Google AI is also attuned to the impact of
synthetic content, especially in critical contexts like elections.
To address this, they have initiated projects like Jigsaw, which
assesses risks to open societies and develops technology for
scalable solutions [46].

Companies are also actively collaborating with govern-
ments. For instance, Google AI is extensively cooperating with
the European Union to counter disinformation, particularly in
regions like Central and Eastern Europe [61]. This collabo-
rative effort involves policy adjustments, the enhancement of
product features, support for fact-checkers, and engagement
with academics from around the globe. Additionally, Google
AI has played a role in strengthening the ”EU Code of Practice
on Disinformation” [61].

Weakness: Most of the anti-misinformation and disinfor-
mation efforts are concentrated in Europe or the global north.
Additionally, it is crucial to involve as well non-governmental
organizations and other pertinent entities in the study of the
impact and potential of disinformation. Despite significant
strides in researching disinformation campaigns in diverse
countries, there is a pressing need for greater collaboration
with institutions and academics from other nations. Given that
countering misinformation and disinformation demands an un-
derstanding of the local, cultural, and social contexts in which
false narratives spread, diversity becomes an indispensable
prerequisite.

Best Practice: 1) Collaborate with academia and specialized
centres to deepen understanding of the scope and conse-
quences of misinformation, involving experts from diverse
regions, 2) Expand collaborative networks for election secu-
rity and false content identification across several locations,
especially in unstable contexts and during critical periods, 3)
Produce reports on work in the field of addressing misinfor-
mation, 4) Generate comprehensive reports on the progress
made in combating misinformation, 5) Promote transparency
by publishing reports on content removal requests, 6) Promote
media literacy to raise awareness among the audience about
the capabilities of Generative AI and their potentially harmful
effects in terms of misinformation.

Some of these measures are based on the work of companies
such as Google AI and their collaboration with the Jigsaw
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project, Meta AI Research’s contributions to the AI community
with the DeepFake Detection Challenge dataset, OpenAI’s
collaboration with academia, and Microsoft’s global focus on
combating Misinformation

C. Tackling Hate Speech
Strengths: Regarding the fight against hate speech, the

AI Industry’s efforts encompass producing reports on the
likelihood of their models generating hate speech content.
For instance, OpenAI’s GPT-4 Technical Report [87] ex-
plicitly recognizes particular content can harm marginalized
communities, engender hostile online environments, and, in
extreme cases, escalate into actual violence and discrimination.
The report also provides additional information regarding the
team’s efforts to resolve the potentially harmful applications
of their models [87].

On the other hand, efforts also involve exploring how Gener-
ative AI can be employed to combat hate speech. For example,
OpenAI researches how GPT-3 can be utilized for hate speech
identification [28]. Through these efforts, the OpenAI team
observed that the model demonstrates a precision ranging from
48% to 69% in detecting racist and sexist comments. Fur-
thermore, with a few-shot learning approach and instruction
in the message, the model’s accuracy can reach up to 78%
[28]. Additionally, Microsoft AI has developed (De)ToxiGen, a
dataset tailored for training content moderation tools to detect
implicitly harmful language more effectively [52]. ToxiGen as
an algorithmic mechanism that creates adversarial situations
between a Generative AI and a specific content moderation
tool [54]. This process actively involves the content classifier,
addressing the unique vulnerabilities that each moderation tool
may exhibit based on the type of data it was trained on.

Furthermore, organizations like Microsoft AI assign their
AI Red Team also to address the issue of hate speech [62].
This team not only concentrates on identifying security vul-
nerabilities but also on identifying potentially harmful content,
rendering it a crucial component for Responsible AI [62].

In the realm of innovation, Meta AI Research has pioneered
a new field of learning called ”Reinforced Integrity Optimizer
(RIO)”, which directly utilizes real-world online data from
their production systems to optimize the AI models that detect
hate speech instead of relying on a static, offline dataset
[65]. RIO operates throughout the entire machine learning
development lifecycle, from data sampling to A/B testing [65].

Cooperative initiatives are also a crucial element in coun-
tering hate speech. Google AI, Meta AI Research, Microsoft
AI, Twitter, and the European Commission have collaborated
to tackle this problem in Europe [58].

Overall, companies like Google AI and Meta AI Research
have a broader scope in this regard, as they have dealt with
hate speech across their multiple services, which has afforded
them invaluable experience.

Weakness: Among the identified weaknesses in this area
is the need for greater collaboration with human rights
institutions and ethical AI-focused organizations to take a
comprehensive stance on the issue. Additionally, companies
must publish content removal request reports to promote
accountability and transparency.

In some cases, given the diverse nature of the services
offered, information on how companies handle hate speech
primarily pertains to their social media, search engines, or
news platforms, as well as the use of artificial intelligence for
its detection. Therefore, there is a need for greater precision
regarding the efforts to tackle hate speech on their Generative-
AI-based services. Additionally, diversification of research
lines and collaborative partnerships is required.

Best practices: 1) Actively conduct reviews of Generative-
AI-based services to assess the likelihood of hate speech
generation, 2) Collaborate with specialized institutions and
research centers in ethics and human rights to comprehensively
capture the complex dimensions of hate speech, 3) Share
research findings with the AI community, with particular
support for startups and less experienced companies in this
domain, 4) Collaborate with organizations and governments
worldwide to counteract hate speech.

These recommendations are based on the efforts of compa-
nies such as Google AI and its AI Red Team efforts to evaluate
models beyond security concerns, as well as Meta AI Research
and OpenAI, who actively collaborate and share their research
findings.

D. Protecting Privacy

Strengths: Regarding privacy protection, some companies
inform users that their interactions with Generative-AI-based
services do not contribute to the training of their models. This
practice was observed at OpenAI and Microsoft AI [110] [77].

Another area of action is educating and assisting users in
understanding the importance of privacy protection and how
to exercise their data protection rights. For instance, OpenAI
provides instructions in the ”Advice and Answers from the
OpenAI Team” [57] section on how users can effectively han-
dle the data produced from their interactions with the models.
In addition, the company offers comprehensive tutorials for
its web interface and iOS and Android apps [57]. The website
also provides additional information regarding OpenAI’s data
management methods [57], and the Security Portal [94] offers
thorough details about the company’s adherence to diverse data
privacy standards.

Some companies have special portals/centers to facilitate
user control over their data, such as Microsoft’s Privacy Dash-
board [78]. Additionally, Microsoft AI shares its certifications,
regulations, and compliance standards, including ISO 22301, a
management standard that outlines requirements for business
continuity management systems. It aims to safeguard against
and respond to disruptive incidents [56]; SOC, which is a set
of audit reports for service organizations, validating internal
controls over provided information systems [10], and General
Data Protection Regulation (GDPR), an extensive data privacy
regulation established by the European Union, designed to
safeguard the personal data of EU citizens and residents [37],
via its Service Trust Portal [76].

Meta AI Research has formed a specialized team called the
”Red Privacy Team” to focus specifically on privacy-related
concerns [68]. This team actively collaborates and consults
with policymakers and domain specialists. Furthermore, the
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team partakes in various collaborative initiatives such as work-
shops, in-depth discussions, financial assistance negotiations,
and participation in conferences [68].

In the realm of research, Microsoft AI has developed
proposals such as meta-frameworks for differentially private
fine-tuning of large-scale pre-trained language models [126].
Their experiments have demonstrated that differentially private
adaptations of these approaches outperform private algorithms
in three key dimensions: utility, privacy, and computational
and memory costs of private training [126].

On the other hand, Meta AI Research has instituted a rig-
orous protocol and established a robust cryptographic frame-
work, in collaboration with entities like Osis Labs, to advance
Secure Multi-Party Computation (SMPC) methodologies [8].
This cryptographic component operates within a specified
field, enabling a comprehensive analysis of encrypted data [8].

Google AI, on its part, has spearheaded the Randomized Ag-
gregatable Privacy-Preserving Ordinal Response (RAPPOR)
project [34] and developed a People + AI Guidebook in 2018
[45], that is constantly updated and provides guidance for data
security and privacy [45]. The guidebook resulted from the
collaboration of a multidisciplinary group for the design of a
human-centred AI [49]. By its part RAPPOR introduces an
innovative approach to gather software statistics, prioritizing
user security and error identification, and enhancing the overall
user experience by implementing differential privacy [34].
Moreover, Google AI leverages open-source frameworks like
TensorFlow, making substantial strides in safeguarding privacy
[115]. TensorFlow is engineered to be compatible with feder-
ated learning, enabling developers to oversee dataset access
and usage throughout the training and inference processes
[115].

Weakness: One notable weakness in the practices of compa-
nies like Microsoft AI, Google AI, and Meta AI Research, as
well as others in the AI industry, is the need for more explicit
communication with consumers regarding their potential inter-
actions with Generative AI when using their diverse services.
Additionally, there needs to be more clarity in providing
relevant privacy regulations applicable to their Generative-AI-
based services. Privacy policies and data management tools
should also be made easily accessible to all segments of the
population.

In some companies that offer multiple services, it is chal-
lenging to locate policies and methods for exercising data
control concerning Generative-AI-based services on their data
management centers/portals. In addition, organizations such
as OpenAI, Google AI, and Microsoft AI must invest in data
protection educational resources, which could be delivered in
a variety of media formats, such as videos, audio content,
infographics, and informative training modules. Sometimes
users are not even aware that companies have tools to fa-
cilitate control over their data, therefore such tools should be
publicized more.

Best Practices: 1) Promote privacy awareness among the
general public by disseminating educational materials on pri-
vacy. 2) Foster ongoing collaboration with diverse academia,
research centers, organizations, and pertinent government en-
tities in this field. 3) Ensure transparent communication re-

garding interactions with Generative AI, and 4) Provide users
with accessible and straightforward information on applicable
privacy policies, along with mechanisms for exercising control
over their data.

Some of these measures are inspired by the efforts of
Google and its commitment towards multidisciplinary in re-
search [45]. OpenAI and Meta AI Research, show great
progress in this area. Meta AI has established a Privacy Team
dedicated to addressing privacy concerns. Furthermore, Meta
AI Research actively engages in various activities, including
workshops, talks, and conferences on privacy. Additionally,
Meta AI Research stands out for providing straightforward,
user-friendly, and easily understandable audiovisual content
on this matter for its audience [2].

E. Cybersecurity

Strengths: Regarding cybersecurity, some companies have
Transparency Centers/Portals where they share information
about certifications and security measures. For instance, Ope-
nAI has a Security Portal that offers comprehensive details
about the company’s adherence to various regulatory standards
in cybersecurity [94]. These standards include (i) The Califor-
nia Consumer Privacy Act (CCPA) [23]; (ii) The GDPR; (iii)
The Service Organization Control 2 (SOC2) [9]; and (iv) The
Service Organization Control 3 (SOC3)[94].

On the other hand, a notable strength of Google AI lies in
its Secure AI Framework (SAIF), which embodies an open and
collaborative approach to cybersecurity [51]. SAIF derives its
strength from Google AI’s extensive expertise in cybersecurity,
so it is a valuable resource that other companies can adopt.

Google AI has two robust components in the cybersecurity
field: the Mandiant and TAG teams. These teams handle cyber
activity associated with AI systems and consistently address
global cyber threats [51]. Google AI includes an active Red
Team as well [38].

On the other hand, OpenAI has opened a grant through its
cybersecurity program. This grant is intended to improve and
assess the effectiveness of AI-driven cybersecurity capabilities,
while also advancing the discourse surrounding advanced cy-
bersecurity measures [109]. Additionally, OpenAI is presently
establishing an external interdisciplinary Red Team [91]. This
collaborative initiative involves working with individual ex-
perts, academic institutions, and civil society organizations to
bolster the security of its models [91].

In line with this, Microsoft AI offers guidance for form-
ing Red Teams to assess Generative-AI-based models [72],
and Microsoft AI has also collaborated with industry peers
and academics to release the ”Adversarial Machine Learn-
ing Threat Matrix” [62] contributing further to collective
efforts in this domain. On the other hand, Microsoft’s Cyber
Defense Operations Center is equipped with state-of-the-art
technology and staffed by experts from around the globe [74].
Furthermore, Microsoft AI operates a Digital Crimes Unit that
collaborates with security institutions worldwide [71].

In the sphere of research, Meta AI Research prioritises
transparency by sharing its research findings on global security
issues with the AI community, thereby making a significant
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contribution [69]. In addition, Meta AI Research publishes
regular integrity reports that provide information on its efforts
to combat cyberthreats [69]. These reports include a variety
of actions, such as counter-malware campaigns and strategies
to combat global adversarial networks. This also includes
influence operations and cyber espionage [108].

Weaknesses: Given that there is insufficient publicly avail-
able information to assess the degree to which companies
comply with our Cybersecurity Indicators (available in the
online appendix [13]), the only weakness to report is the
predominance of a Western perspective on tools and research
in cybersecurity.

Note on Cybersecurity evaluation It is important to note
that the analysis of cybersecurity measures in this study is
limited to publicly available information on the criteria and
policies in place at each company, which makes identifying
weaknesses challenging. Although the degree of information
accessibility may not entirely reflect the robustness of cyber-
security measures, it helps to improve the public’s perception
of a company’s preparedness. We understand that due to the
sensitive nature of this information, some data must remain
confidential; however, companies like OpenAI provide access
to reports, audits, and analyses upon request, and Google
AI shares best practices based on its extensive experience.
Therefore, openness and transparency improve the perception
of a company’s cybersecurity strength.

Best practice: 1) Prioritize accessibility of data control
centers, with a particular focus on ensuring inclusivity for indi-
viduals with disabilities. 2) Sustain partnerships with research
institutions, regulatory bodies, and emerging startups and con-
tinue sharing lessons learned, findings, and datasets to fortify
the cybersecurity of the AI ecosystem. 3) Whenever feasible,
proactively disseminate information regarding cybersecurity
compliance certifications. 4) Geographically, linguistically and
socially diversify research and tool development efforts in
cybersecurity.

This recommendation draws inspiration from the practices
of various leading companies. For instance OpenAI Security
Portal [94] offers comprehensive information on certifications,
internal policies, infrastructure, updates, and cybersecurity
ratings. Microsoft AI guidance on establishing Red Teams for
evaluating Generative AI, and Meta AI Research distinguishes
itself through its contribution to a secure AI ecosystem,
exemplified by its collaborative research projects and sharing
research findings. Finally, Google AI has also distinguished
itself in this field by developing SAIF.

F. On The Importance of Good Practices for Responsible AI

Addressing the challenges of bias reduction, privacy pro-
tection, cybersecurity, and fighting hate speech and misin-
formation is critical for AI companies. It not only ensures
responsible industry practices but also prevents, addresses,
and mitigates the potential impacts of these models on human
rights.

Companies like Microsoft AI, OpenAI, Google AI, and
Meta AI Research bear substantial responsibility for societal
well-being and progress. Each of their actions or inactions can

have highly detrimental effects on specific populations, partic-
ularly vulnerable ones. Consider, for instance, the proliferation
of hate speech in unstable contexts; under these conditions, the
use of these models could compromise the safety and integrity
of hundreds of people.

Nevertheless, AI companies are not solely accountable for
addressing the multiple aspects of this challenge. Regulators,
decision-makers, academia, non-governmental organizations,
media, and society all share the duty to guide, nurture, and
reinforce a Responsible AI ecosystem.

V. DISCUSSION OF RESULTS

RQ1. What Responsible AI practices, in terms of risk
mitigation and human rights protection strategies/actions,
do leading AI companies like OpenAI, Google, Microsoft,
and Meta employ when developing AI models, and in
particular Generative AI models? The measures and efforts
related to human rights are strongly influenced by the diversity
of services and industry experience in AI. For instance,
companies like Google AI and Meta AI Research stand out
in combating misinformation due to the array of products
they offer, such as social media platforms and free news
aggregator services. This grants them influence but also entails
a significant responsibility in addressing issues like misin-
formation and hate speech. On the other hand, OpenAI, by
providing Generative-AI-based services and having a narrower
range of products, can contribute to protecting human rights,
such as privacy, through the research of novel techniques for
privacy preservation. Meanwhile, Microsoft AI’s experience
and services enable it to bolster cybersecurity techniques,
particularly valuable in contexts like elections to protect the
systems from hacking.

Furthermore, OpenAI and Microsoft AI, for instance, ex-
hibit a proactive involvement in pioneering research, forging
partnerships with leading institutes and research centres to
push the boundaries of AI capabilities. In contrast, Google
AI and Meta AI Research place a pronounced emphasis on
fostering collaboration with governmental bodies.

RQ2. What are companies’ strengths, and weaknesses
in risk mitigation and human rights protection actions?
Strengths include in certain cases, accessibility to information
certifications compliance, access to findings from various
research endeavors, as well as databases, and the ability to
exercise control over personal data.

Additionally, there is a growing awareness of the need for
interdisciplinary collaboration, which will undoubtedly con-
tribute to fortifying protection mechanisms. Another strength
lies in their active and continuous engagement in research and
development, a growing trend towards investigating the social
impact of technologies, as well as the creation of specialized
teams in collaboration with experts in the field of human rights.

However, there are notable weaknesses to address. One
significant area is the limited cultural, social, and linguistic
diversity. This deficit results in a potential bias towards West-
ern perspectives in research lines and tools for addressing
bias, privacy, and cybersecurity, combating hate speech, and
countering misinformation. Furthermore, it is vital to broaden
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and vary the collaboration with organizations, institutions,
and governments across various regions of the globe. On the
other hand, it is also necessary for data control tools to be
accessible to all population sectors, especially individuals with
disabilities.

In a broader sense, there is a lack of engagement with non-
governmental organizations, civil associations, and institutes
dedicated to AI ethics and human rights protection.

RQ3. Which best practices can be adopted to enhance
risk mitigation and human rights safeguard within the
AI industry, with particular reference to Generative AI
development?

Based on the findings of this research, it is recommended:
1) Actively engage with non-governmental organizations

and AI ethics and human rights research centers from
diverse backgrounds to enhance the approach to bias
mitigation.

2) The research team, research lines, and tools on bias
should encompass geographic, linguistic, social, and
cultural diversity.

3) Collaborate with academia and specialized centres to
deepen understanding of the scope and consequences of
misinformation, involving experts from diverse regions.

4) Expand collaborative networks for election security and
false content identification across several locations, es-
pecially in unstable contexts and during critical periods.

5) Generate reports outlining efforts in the field of combat-
ing misinformation.

6) Promote transparency by publishing reports on content
removal requests.

7) Promote media literacy to raise awareness among the au-
dience about the capabilities of Generative AI and their
potentially harmful effects in terms of misinformation.

8) Actively conduct reviews of Generative AI to assess the
likelihood of hate speech generation.

9) Collaborate with specialized institutions and research
centres in ethics and human rights to comprehensively
capture the complex dimensions of hate speech.

10) Share research findings with the AI community, with
particular support for startups and less experienced com-
panies on hate speech.

11) Collaborate with organizations and governments world-
wide to counteract hate speech.

12) Promote privacy awareness among the general public by
disseminating educational materials on privacy.

13) Foster ongoing collaboration with diverse academia, re-
search centres, organizations, and pertinent government
entities on privacy protection.

14) Ensure transparent communication regarding interac-
tions with Generative AI models.

15) Provide users with accessible and straightforward in-
formation on applicable privacy policies, along with
mechanisms for exercising control over their data.

16) Prioritize accessibility of data control centres with a
particular focus on ensuring inclusivity for individuals
with disabilities.

17) Sustain partnerships with research institutions, regula-
tory bodies, and emerging startups and continue sharing

lessons learned, findings, and datasets to fortify the
cybersecurity of the AI ecosystem.

18) Whenever feasible, proactively disseminate information
regarding cybersecurity compliance certifications.

VI. THREATS TO VALIDITY

In this section, we deal with the threats to the validity
[123] of our study. Threats to validity refer to factors that
may compromise the accuracy and reliability of the study’s
findings.

Construct validity. The entire comparative analysis was
executed manually by the authors, introducing the possibility
of subjective judgment. In order to address this concern, we
followed the negotiated agreement technique [114] between
two of the authors, which was achieved after a careful exam-
ination of a number of comments.

Internal validity. Our analysis was restricted to the publicly
available documents, as we did not have access to the internal
documents and policies that each company formulated. We
point out that we did not contact companies to request addi-
tional documents. Nevertheless, this threat may be mitigated
by recognizing that even if these internal documents existed,
they would remain inaccessible to the general public. It is
crucial to clarify that the lack of access to this information
does not imply that the organization is not progressing in that
direction. Nonetheless, it does result in a lack of awareness
among the general public regarding the policies and actions
the company is implementing in the domain of Responsible
AI. Instead, these initiatives should be publicized, as they
contribute to promoting awareness among users in the various
areas under examination.

Generalizability – Transferability. We know the companies’
sample size may not be sufficient or may be skewed in a way
that affects the generalizability of the results. Anyway, we
address this threat by conducting this study on four companies
that, at the present moment, are among the most active players
in the field of Generative AI. We are aware that some best
practices can be applied with difficulty by small companies,
e.g. startups. Therefore, we plan in the future to broaden the
analysis on small-medium size companies as well.

VII. CONCLUSION AND FUTURE WORK

In this work, we have investigated how the pursuit of
human rights might shape responsible AI development and
deployment. We conducted our analysis on five parameters,
which we mapped with their respective human rights, with the
aim of understanding what actions four leading AI companies
are putting in place in these contexts. Then, we recommend a
set of best practices that can be applied in the AI industry
to foster Responsible AI in the light of the human rights
perspective.

Based on our investigation, we have found that certain orga-
nizations demonstrate exceptional performance in many areas,
such as offering easily available security reports, empowering
users to manage their data, promoting multidisciplinary col-
laboration, establishing expert groups to research the social
impact of their technologies, prioritizing R&D of technologies
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and methodologies for privacy preservation and bias reduction
and sharing research findings, and information with the wider
community. However, there is still a long way to go regarding
linguistic, cultural, and geographic diversity in research lines,
tools, and collaborative efforts.

AI companies could enhance the understanding of their
impact on human rights and at the same time strengthen their
efforts towards responsible and trustworthy AI by collabo-
ratively working with diverse, renowned organizations and
research centers dedicated to AI ethics, responsible AI, and
digital rights (such as the Center for Responsible AI [25],
Institute for Ethics in Artificial Intelligence [55], CLAIRE
[27], Responsible AI Institute [103], The Alan Turing Institute
[116], Allen Institute for Artificial Intelligence [117], among
others).

Currently, the AI industry must be mindful of its commit-
ment to society and the protection of freedoms and rights,
as the use of these models is likely to increase significantly
in the future, requiring constant cooperation for a reflexive,
collaborative, and responsible technological advancement.

Future research may expand our human rights analysis
to include additional parameters, such as algorithmic trans-
parency and liability for damages caused, among others, and a
diverse set of companies. In addition, as an attempt to promote
diversity in this field, we plan to explore the approaches of AI
companies outside the Western context.
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[34] Úlfar Erlingsson. Learning statistics with privacy, aided by the flip of
a coin, 2014.

[35] European Center for Not-for-Profit Law Stichting. Home, 2023. https:
//ecnl.org/.

[36] European Commission. Ethics guidelines for trustworthy ai, 2019.
[37] European Parliament and Council of the European Union. Regulation

(EU) 2016/679 of the European Parliament and of the Council, 2016-
05-04.

[38] D. Fabian. Google’s ai red team: the ethical hackers mak-
ing ai safer, 2023. https://blog.google/technology/safety-security/
googles-ai-red-team-the-ethical-hackers-making-ai-safer/.

[39] Don Fallis. What is disinformation? Library Trends, 63(3):401–426,
2015.

[40] FATE: Fairness, Accountability, Transparency & Ethics in AI. Mi-
crosoft research, n.d. https://www.microsoft.com/en-us/research/theme/
fate/.

[41] S. Feldstein. The global expansion of ai surveillance, 2019.
[42] Irene Gabriel, Margaret Mitchell, Timnit Gebru, and Vinod Prab-

hakaran. A human rights approach to responsible ai, 2022.
[43] Jean I. Garcia-Gathright, Aaron Springer, and Henriette Cramer. As-

sessing and addressing algorithmic bias - but before we get there.
ArXiv, abs/1809.03332, 2018.

[44] Josh A. Goldstein, Girish Sastry, Micah Musser, Renee DiResta,
Matthew Gentzel, and Katerina Sedova. Generative language models
and automated influence operations: Emerging threats and potential
mitigations, 2023.

[45] Google. People + AI Guidebook. https://design.google/ai-guidebook.
Accedido 4 de marzo de 2024.

[46] Google. How google fights disinformation, 2019. https://blog.google/
documents/37/How Google Fights Disinformation.pdf/.

[47] Google. Building a sense of belonging at google and beyond, n.d.
https://about.google/belonging/.

[48] Google. Google responsible AI practices, no date. https://ai.google/
responsibility/responsible-ai-practices/.

[49] People + Google. Updating the people + ai guidebook in the age of
generative ai, noviembre 2023.

[50] Google AI. Research, n.d. https://ai.google/discover/research/.
[51] R. Hansen and P. Venables. Introducing google’s secure ai

framework, 2023. https://blog.google/technology/safety-security/
introducing-googles-secure-ai-framework/.

[52] Thomas Hartvigsen, Saadia Gabriel, Hamid Palangi, Maarten Sap,
Debanjan Ray, and Ece Kamar. Toxigen: A large-scale machine-
generated dataset for adversarial and implicit hate speech detection.
2022.

[53] Eric Horvitz. New steps to combat disinformation, 2020.
[54] Adam Hughes. (de)toxigen: Leveraging large language models to build

more robust hate speech detection tools. 2022.
[55] Institute for Ethics in Artificial Intelligence. Ai ethics, n.d. https:

//www.ieai.sot.tum.de/.
[56] ISO. Iso 22301:2019. https://www.iso.org/standard/75106.html, June

5 2023.
[57] J. J. Data controls faq — openai help center, 2023. https://help.openai.

com/en/articles/7730893-data-controls-faq.
[58] L. Junius. Our commitment to fighting illegal hate speech

online, 2016. https://blog.google/around-the-globe/google-europe/
our-commitment-to-fighting-illegal-hate 39/.

[59] Fernando Kamei, Igo Wiese, Cristine Lima, Ivano Polato, Victor
Nepomuceno, Wesley Ferreira, Marcio Ribeiro, Carlos Pena, Bruno
Cartaxo, Gustavo Pinto, and Sérgio Soares. Grey literature in software
engineering: A critical review. Information and Software Technology,
138:106609, 2021.

[60] Ingeborg Elisabeth Koch. Human Rights as Indivisible Rights:
The Protection of Socio-economic Demands under the European
Convention on Human Rights. Martinus Nijhoff Publishers, 2009.

[61] A. Kroeber-Riel. Our latest commitments to countering
disinformation in central and eastern europe, May 4
2023. https://blog.google/around-the-globe/google-europe/
latest-disinformation-commitments-in-cee/.

[62] R. S. S. Kumar. Microsoft ai red team building future of safer ai, 2023.
[63] Michael A. Madaio, Luke Stark, Jennifer Wortman Vaughan, and

Hanna Wallach. Co-designing checklists to understand organizational
challenges and opportunities around fairness in ai. In Proceedings of
the 2020 CHI Conference on Human Factors in Computing Systems,
pages 1–14, 2020.

[64] L. McGregor, D. Murray, and V. Ng. International human rights
law as a framework for algorithmic accountability. International &
Comparative Law Quarterly, 68(2):309–343, 2019.

[65] Meta. Here’s how we’re using ai to help detect misinformation, 2020.
[66] Meta. Introducing two new datasets to help measure fair-

ness and mitigate AI bias, 2022. https://ai.meta.com/blog/
measure-fairness-and-mitigate-ai-bias/.

[67] Meta. How meta uses information for generative ai models, 2023.
https://www.facebook.com/privacy/genai/.

[68] Meta. We have a responsibility to protect people’s privacy and give
them control to make their own choices, 2023. https://about.meta.com/
privacy-progress/.

[69] Meta. Security, n.d. https://transparency.fb.com/es-la/metasecurity/.
[70] Meta AI. About meta ai, 2023. https://ai.meta.com/about/.
[71] Microsoft. Digital crimes unit: Leading the fight against cybercrime

– on the issues, 2023. https://news.microsoft.com/on-the-issues/2022/
05/03/how-microsofts-digital-crimes-unit-fights-cybercrime/.

[72] Microsoft. Introduction to red teaming large language models (llms)
- azure openai service, 2023. https://learn.microsoft.com/en-us/azure/
ai-services/openai/concepts/red-teaming.

[73] Microsoft. Microsoft AI, 2023. https://news.microsoft.com/ai/.
[74] Microsoft. Microsoft cyber defense operations center (cdoc), 2023.

https://www.microsoft.com/en-us/msrc/cdoc.
[75] Microsoft. Microsoft privacy statement – microsoft privacy, 2023.

https://privacy.microsoft.com/en-us/privacystatement.
[76] Microsoft. Service trust portal, 2023. https://servicetrust.microsoft.

com/.
[77] Microsoft. Unleash your productivity with ai and microsoft 365 copilot

- microsoft support, 2023.
[78] Microsoft. View your data on the privacy dashboard - microsoft

support, 2023.
[79] Dan Milmo. Chatgpt reaches 100 million users two

months after launch. The Guardian, February 2
2023. https://www.theguardian.com/technology/2023/feb/02/
chatgpt-100-million-users-open-ai-fastest-growing-app.

[80] Benjamin Mueller. How much will the artificial intelligence act cost
europe?, 2021.

[81] David Nersessian and Robert Mancha. From automation to autonomy:
Legal and ethical responsibility gaps in artificial intelligence innova-
tion. SSRN Scholarly Paper, 2020.

[82] AP News. Google suspends gemini ai chatbot’s ability to generate
pictures of people, 2024. https://apnews.com/article/google-gemini-ai-
chatbot-image-generation-1bd45f1e67dfe0f88e5419a6efe3e06f.

[83] BBC News. Tay: Microsoft issues apology over racist chatbot fiasco,
2016. https://www.bbc.com/news/technology-35902104.

[84] Helen F. Nissenbaum. Privacy in Context: Technology, Policy, and the
Integrity of Social Life. Stanford Law Books, 2010.

[85] John T. Nockleby. Hate speech. In Leonard W. Levy and Kenneth L.
et al. Karst, editors, Encyclopedia of the American Constitution, pages
1277–1279. Macmillan, 2nd edition, 2000.

[86] OpenAI. Forecasting potential misuses of language models for dis-
information campaigns and how to reduce risk, 2023. https://openai.
com/research/forecasting-misuse.

[87] OpenAI. Gpt-4 technical report. Technical report, 2023.
[88] OpenAI. How should ai systems behave, and who should decide?,

2023. https://openai.com/blog/how-should-ai-systems-behave.
[89] OpenAI. Is chatgpt biased? — openai help center, 2023. https://help.

openai.com/en/articles/8313359-is-chatgpt-biased.
[90] OpenAI. Openai, 2023.
[91] OpenAI. Openai red teaming network, 2023. https://openai.com/blog/

red-teaming-network.
[92] OpenAI. Privacy policy, 2023. https://openai.com/policies/

privacy-policy.
[93] OpenAI. Security & privacy, 2023. https://openai.com/security.
[94] OpenAI. OpenAI — security portal, n.d. https://trust.openai.com/.
[95] OpenAI. Openai platform, n.d. https://platform.openai.com.
[96] Zoe Papakipos and Joanna Bitton. AugLy: A new data augmentation

library to help build more robust AI models, 2021.
[97] Alexander Peng, Besmira Nushi, Emre Kiciman, Kathleen Inkpen,

and Ece Kamar. Investigations of performance and bias in human-ai
teamwork in hiring. ArXiv.Org, February 2022.
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