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Abstract 

Companies and organizations involved in software development are stimulated and often 

obliged to consider procedures and technical solutions to guarantee data privacy and 

protection from the early phases of the software lifecycle. In addition, by default, personal data 

might be processed with the highest privacy protection level. These two requirements are 

Privacy by Design and Privacy by Default principles. Their importance has grown quickly in the 

last few years, as demonstrated by data protection regulations, like GDPR and PIPEDA, which 

include them as an important part of some of their articles. However, such regulations do not 

provide any practical or concrete indications of software requirements, and developers often 

lack adequate knowledge to understand the privacy prescriptions expressed in legal language. 

This study addresses these limitations by presenting a systematic and rigorous literature review 

that aims to answer the following research questions: RQ1) How do Privacy-By-Design and 

Privacy-By-Default principles translate into software requirements? and RQ2) How Privacy-By-

Design and Privacy-By-Default principles integrate into a Human-Centred Design process? For 

RQ1, the analysis of the resulting publications led to identifying several software requirements 

and business processes organized along 8 data-oriented and process-oriented privacy design 

strategies. For RQ2, the analysis of the retrieved publications provided a comprehensive view of 

the HCI methodologies adopted to comply with privacy requirements identified current 

shortcomings, and proposed future research directions. The results have been distilled into an 
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initial framework that may aid the development of software that must comply with such 

principles and aims to integrate them into an HCD process. 

Keywords: privacy by design; privacy by default; privacy design strategies; human-

centered design approach 
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Translating Privacy Design Strategies into Human-Centered software lifecycle:  

A Literature Review 

 

Introduction 

Privacy by Design and Privacy by Default are conceptual principles for software development 

that require initiating a project by providing, from the outset, the right tools and settings to 

protect personal data. The concept of Privacy by Design dates back to the ’90s and was coined 

by Ann Cavoukian, then Privacy Commissioner of Ontario, Canada (Cavoukian, 2009). This 

principle puts the final user at the center of the development process from a privacy 

perspective, obligating the data controller to effective protection from a substantive, not just a 

formal, point of view. The principle of Privacy by Default states that the software, by default, 

uses only personal data to the extent necessary and sufficient for the intended purposes and 

the period strictly necessary for those purposes. This imposes to design data processing 

systems ensuring reasonable data collection so that the users receive a high level of protection 

even if they do not take action to limit data sharing. 

These principles are strongly influencing the data protection regulations released in 

several countries. For example, the GDPR (General Data Protection Regulation) is the European 

Union’s data privacy regulation that mandates strict personal data life-cycle governance 

requirements. In Article 25, the GDPR demands that clear organizational and technical 

measures must be implemented to guarantee specific principles and rights to data subjects. 

Such measures must also be implemented following the “by design” (security and privacy 

should be considered from the earliest design phase of a system) and “by default” (the system 
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should be configured as secure and privacy-preserving as possible) principles. In the USA, there 

is no analogous to GPDR, but there are sector-specific data protection laws and regulations 

(e.g., Health Insurance Portability and Accountability Act, Gramm-Leach-Bliley Act, Federal 

Information Security Management Act) that include similar principles. Also in Canada, the 

protection of personal data is regulated by two federal laws: Personal Information Protection 

and Electronic Documents Act (PIPEDA), respectively, for the private and public sectors. 

Although the current release of these regulations does not explicitly mention these principles, 

their commissions recently started discussing their introduction in the following versions 

(Canadian Standing Committee on Access to Information, Privacy and Ethics, 2018). 

Despite the proliferation of data regulations that include Privacy by Design and Privacy 

by Default principles as an essential part of their articles, there are still important open issues 

and challenges that limit the wide and proper adoption of such regulations. First, there is still a 

lack of knowledge on how to translate such principles into concrete requirements for software 

development, e.g., how to layer the application, how to design the database, how to create 

classes and packages, and how to design the user interface and user interaction. Second, data 

privacy is perceived as can be a daunting task (O’Connor et al., 2017), especially by developers 

who lack a basic understanding of both the legal and security concepts expressed in the 

regulation (Martin & Kung, 2018). While some attempts have been made to partially address 

this issue (for example, (Hadar et al., 2018; Lodge & Crabtree, 2019; Martin & Kung, 2018)), 

there is no clear and complete view of this challenge. Third, it is crucial to understand how the 

implementation of security mechanisms required by regulations affects the system usability to 

avoid overburdening the user and ensure proper interaction (Pattakou et al., 2018), which is an 
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aspect scarcely investigated before. In this regard, Human-Computer Interaction (HCI) 

methodologies can help shed light on the user-effective and compliant implementation of 

privacy and security technologies (Iachello & Hong, 2007). 

To overcome these limitations identified in the literature, this study aims to contribute 

to the state-of-the-art by investigating i) how Privacy-By-Design and Privacy-By-Default 

principles translate into software requirements and ii) how Privacy-By-Design and Privacy-By-

Default principles integrate into a Human-Centred Design (HCD) process. This is achieved by 

performing a systematic literature review (SLR) on the state-of-the-art solutions that address 

these principles. After defining a rigorous research protocol in line with the guidelines proposed 

by Kitchenham (Kitchenham, 2004), more than 1900 publications were collected from the 

major digital libraries. Each publication was analyzed and assessed through specific inclusion 

criteria in an iterative process to identify relevant publications that answer the defined research 

questions.  

The analysis of the SLR has been distilled into a framework that supports the design and 

development of software that must adhere to Privacy-By-Design and Privacy-By-Default 

principles and aims to incorporate them into an HCD methodology. Specifically, it proposes two 

main contributions. First, it identifies a set of software requirements and business processes for 

Privacy-By-Design and Privacy-By-Default by mapping state-of-the-art solutions to eight data-

oriented and process-oriented privacy design strategies (Hoepman, 2014). This will help 

stakeholders to speed up, improve the quality and concretise the translation of such principles 

into software requirements, avoiding misinterpretations, standardising modus operandi and 

ensuring high quality of implemented solutions. Second, it provides a clear and comprehensive 
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view of the HCI methodologies used to meet privacy requirements and the challenges in their 

implementation. This will contribute to a more user-centric implementation of software 

requirements, even for those who are not necessarily HCI experts, as the proposed mapping 

suggests what the best HCI solutions at different stages of software development are. 

Paper outline 

To present the results of this work, the remainder of this paper is organized as follows.  

The following section presents the related works and the background in order to frame this 

research and briefly highlight current shortcomings in the literature. 

Afterwards, the methodology followed for this systematic literature review is reported, 

including the formulation of the research questions, the definition of the search strings and the 

inclusion criteria.  

Then, the results of the review are presented and analysed under different dimensions trying to 

answer the identified research questions. 

Finally, four different inputs for further research activities are illustrated together with the 

conclusions and future work to be undertaken conclude the article. 

 

Background and Related Work 

Privacy in IT organizations   

Data privacy is a broad concept that concerns the ability of individuals or organisations to 

control and protect their personal or confidential information from unauthorised access, use or 

disclosure. It also refers to ensuring that data is collected, processed, stored and shared 

securely and transparently, with explicit consent and in an appropriate legal and ethical 
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manner. Data protection is one of the most critical aspects of cybersecurity because it helps 

prevent identity theft, fraud and other malicious activities that can harm individuals, businesses 

and society as a whole (European Network and Information Security Agency, 2014). They 

require specific methodologies, tools, and techniques for data processing to reduce security 

incidents that can seriously threaten information privacy.  

Privacy Enhancing Technologies (PETs) are emerging solutions to improve privacy 

protection in IT organizations. PETs can be used to solve some of the key challenges in privacy 

risk mitigation and system design (European Network and Information Security Agency, 2014). 

However, PETs need to be rooted in a data governance strategy to be applied in practice and, in 

addition, this represents only one element to be considered within the system life cycle: it is 

necessary to understand at each phase of development or reengineering how to operationally 

translate Privacy by Design principles and guidelines (Baldassarre et al., 2020).   

Different contributions have been made to outline universal standards and principles 

that support IT organizations. In 2009, the International Data Protection and Privacy 

Commissioners Conference defined a set of principles and rights for the effective and 

international uniform protection of privacy in the processing of personal data and the 

facilitation of the international flows of personal data needed in a globalized world (Rallo 

Lombarte, 2009). These represent core principles for privacy by design, which emerges as a 

proactive and integrative approach to strengthening privacy requirements early in application 

design (Regulation (EU) 2016/679, 2016). During that conference also, the following properties 

emerged: Unlikability, i.e., privacy-relevant data cannot be linked across domains that are 

constituted by a common purpose and context; Transparency, i.e., all privacy-relevant data 
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processing can be understood and reconstructed at any time, including legal, technical and 

organizational setting; Intervenability, i.e., intervention is possible concerning all ongoing or 

planned privacy-relevant data processing (Hansen et al., 2015).  

As a further contribution, in 2011 the ISO/IEC 29100 was published by International 

Organization for Standardization and International Electrotechnical as an international standard 

(International Organization for Standardization, 2011). It proposes a privacy framework 

targeted to organizations and intended to support them in defining their privacy-safeguarding 

requirements related to personally identifiable information (PII), specifying a common privacy 

terminology, defining the actors and their roles in processing PII, describing privacy 

requirements and referring know privacy principles.  

Privacy by design and privacy by default 

The GDPR is one of the regulations providing the most comprehensive rights for citizens. 

However, privacy was well-discussed before the GDPR was enacted in May 2018. Indeed, one of 

the most influential studies in the matter of privacy is proposed by Cavoukian (Cavoukian, 

2009), where the following 7 foundational privacy by design principles were defined: 

1) Proactive not Reactive: it asks for trying to prevent and be proactive concerning a 

privacy issue that may arise instead of mindlessly waiting for the risk to materialize; 

2) Privacy as the Default Setting: it means that, by default, the system should be 

configured with the most privacy-preserving setting by default; 

3) Privacy Embedded into Design: it implies that privacy should be seen as a process 

throughout the whole design process of the system and not just in some random timeframe; 
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4) Fully Functionality – Positive-Sum, not Zero-Sum: it means that developers should try 

to accommodate all the interests of the involved stakeholders of the system and try to 

maximize both functionality and privacy; 

5) End-to-End Security – Full Lifecycle Protection: it means that data should be protected 

throughout their whole lifecycle, from when data are created until they are destroyed; 

6) Visibility and Transparency – Keep it Open: it asks for being transparent about the 

personal data processing to promote the system’s trustworthiness;  

7) Respect for User Privacy – Keep it User-Centric: the ultimate goal should be to protect 

the privacy of the involved users. It should be done by adopting a user-centred approach to 

help users make an informed decision about their privacy. 

A careful reader may realize that these principles can be found, in one way or another, 

in the GDPR. For example, article 5 asks for lawfulness, fairness and transparency as well as 

integrity and confidentiality of data; likewise, article 25 itself asks for adopting the by-design 

and by-default approaches.  

These principles represent the foundation of the Privacy by Design approach aiming at 

embedding privacy and security into Information and Communications Technology (ICT) 

processes and architectures. Under this paradigm, privacy should be conceived as an integral 

part of the information systems meaning that systems architecture must be designed to 

consider not only technical but also security and privacy requirements. The concept of Privacy 

by Design is strictly related to the one of Security by Design, which is an older paradigm mostly 

based on purely technical principles: Confidentiality, Integrity and Availability (CIA), which 

means that only authorized entities should be able to access information (confidentiality), 
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information should be protected against unauthorized modification or erasure (integrity), and 

information should always be available when requested by an authorized entity (availability). 

According to Cavoukian and Chanliau, privacy and security by default paradigms should 

converge into a single concept given that these paradigms complement and mutually reinforce 

each other (Cavoukian & Chanliau, 2013). 

As technology but also users’ privacy expectations and related regulations evolve, it is 

necessary to reconsider how systems are designed and start to proactively integrate privacy by 

default (Cavoukian & Dixon, 2013). Indeed the “by-default” approach is also strictly intertwined 

with the “by-design” paradigm. This paradigm asks for implementing different security policies 

to ensure the system is configured in the most secure setting possible. These policies include 

the principles according to which the authorization privileges, the trust, and the information 

accessed should be reduced to the minimum possible to minimise the risk associated with 

security attacks. Indeed, it is clear how Cavoukian's work represented a milestone in the 

literature serving as inspiration and a solid foundation on which our current regulation is based. 

However, while these by-design and by-default paradigms propose high-level principles 

to reconsider the system design process, it is also important to understand how these 

paradigms can be practically implemented in everyday practices, which could be not that 

straightforward. One way discussed in research to implement privacy measures are reusable 

components, including techniques, tools, and methodologies. For example, in (Caiza et al., 

2019), the authors provide a mapping study to provide reusable components for designing 

privacy-aware systems. However, the authors highlight that despite this research field getting 

more and more interest over time, most of the contributions analyzed still lack empirical 
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evidence and remain just solution proposals and, thus, are not mature enough to be adopted in 

practical scenarios. This view is further corroborated in (Lenhard et al., 2017) in which the 

authors, after analysing literature contributions in privacy engineering, state that although 

patterns could help support GDPR compliance, research still provides few practical guidelines 

for practitioners. Thus, there is still work to be done to strengthen the available privacy 

patterns by empirical evaluation. 

In (Colesky & Caiza, 2018), the authors provide a set of patterns focused mainly on 

informing users about data processing contributing to an already promising catalogue of 

privacy patterns1. The patterns proposed in the article help users make informed decisions and 

understand the risks in consenting to data processing, supporting the transparency principle 

according to the informed privacy design strategy. However, as already reported by one of the 

authors of the paper, there is a need to enhance the application of privacy design strategies in 

processes, guidelines and methodologies (Caiza et al., 2019). On the other hand, there are also 

the so-called dark patterns (Fritsch, 2017), the antithesis of privacy design patterns and 

Hoepman’s privacy design strategies, which purposely violate privacy requirements. Although 

their usefulness might be controversial, the dark patterns help raise awareness, as they each 

propose effective countermeasures that users can adopt in the described situations. 

In (Kurtz & Semmann, 2018), after having reviewed the literature on Privacy by Design 

approaches, the authors suggest an agenda to foster the research on GDPR requirements 

implementation. Specifically, they propose to identify and validate the privacy by design 

 
1 http://privacypatterns.org 
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requirements to comply with the regulation, develop benchmarks for evaluating the data 

processing lifecycle, and develop supporting tools to help engineers integrate GDPR compliance 

to foster transparency ultimately. However, this work only focuses on Cavoukian’s Privacy by 

design principle of visibility and transparency, leaving out other concerns regarding the 

remaining principles. 

Starting from these considerations found in the literature, this work aims to identify 

more technical approaches, which are less abstract and more practical, on how to design and 

develop GDPR-compliant software, following the privacy by design and default paradigms 

considered effective ways to implement more user-centric privacy-aware solutions. 

 

Methodology 

The research protocol used for conducting the SLR was defined following the guidelines 

proposed by Kitchenham et al. (Kitchenham, 2004). The following phases were carried out: 

• Planning: definition of the research questions, identification of relevant keywords, and 

definition of the inclusion and exclusion criteria; 

• Conducting: retrieval of publications from the main research engines and iterative 

selection of the studies according to the defined inclusion and exclusion criteria; 

• Reporting: extraction and discussion of relevant results to address the research 

questions.  

The planning and conducting phases are described in the following subsections, while 

the reporting phase is described in the next section.  
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Planning phase 

Formulation of the research questions. 

The first activity was defining the research questions, which aimed to address the goal of this 

SLR, i.e., to systematize the current best practices of privacy-compliant software design and 

development implementing privacy-by-design and privacy-by-default paradigms. We formally 

expressed and detailed the overall goal of this study in the following research questions:  

RQ1) How Privacy-By-Design and Privacy-By-Default principles translate into software 

requirements?  

RQ2) How Privacy-By-Design and Privacy-By-Default principles integrate into an HCD process? 

RQ1 focuses on identifying technical and practical solutions at the state-of-the-art that can 

translate the Privacy-By-Design and Privacy-By-Default principles into requirements to ease 

software development. RQ2 aims to determine how these principles can be included in an HCD 

process, which is essential to involve users along the software life cycle. 

 

Definition of the search strings. 

The search strings are the backbone of the SLR. It is a comprehensive list of keywords and 

phrases used to identify studies relevant to the research questions. To identify the most 

relevant studies to answer our RQs, a combination of key terms was set up. First, we identified 

general-purpose terms that fit both the RQs, i.e., Data Protection Regulation, privacy, privacy by 

design, and privacy by default. Then, for each RQ further terms, more specific for each RQ, have 

been identified. Specifically, for RQ1 the selected terms were engineering, guidelines and 
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patterns, and informed consent. The resulting search string for RQ1 was: 

“Data Protection Regulation” AND (privacy OR “privacy by design” OR “privacy by 

default” OR security OR software) AND (engineering OR guidelines OR “informed consent” OR 

patterns) 

Similarly, since RQ2 wanted to highlight the relationship between privacy by design and 

default approaches under the different privacy regulations and the Human-Computer 

Interaction field, the following terms were also selected: usability, usable privacy, Human 

Factors and user-centric. Thus, the resulting search string was: 

“Data Protection Regulation” AND ("privacy by design" OR "privacy by default") AND 

("usability" OR "usable privacy" OR "usable security" OR HCI OR CHI OR "Human Factors" OR 

"Human Interaction" OR "user-centric"). 

It should be noted that the terms chosen are deliberately quite generic, so that when 

querying the data sources there is a greater chance of retrieving a wide range of publications, 

which can then be manually filtered according to the inclusion criteria. Conversely, forcing the 

presence of more specific terms (e.g. GDPR, PIPEDA, policies, frameworks) could result in 

interesting papers not being retrieved. 

Selection of data sources. 

The search strings were used to query 4 major digital libraries: ACM DL, IEEE Xplore, Scopus, 

and Google Scholar. The research strings were provided as input to these digital libraries 

following the specific syntax required by each research engine: this meant using the double 

quotes to link together words like human factors or privacy by design, which had to appear in 

the text one after the other in the same order, and proper use of Boolean operator and 
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parenthesis, except the ACM Digital library that required the “+” symbol instead of AND. 

Definition of Inclusion criteria. 

To select publications that fit the research questions, inclusion criteria were defined to ensure 

an unbiased selection of relevant publications. Therefore, a publication was retained if it 

satisfied all the following criteria: 

• IN1: the publication focuses on the implementation of privacy-by-design and/or privacy-

by-default principles; 

• IN2: the publication is related to ICT or HCI topics; 

• IN3: the publication is published in a relevant journal or conference; 

• IN4: the publication has been peer-reviewed; 

Conducting phase 

The search strings used on the 4 digital libraries allowed us to retrieve more than 1900 

publications. In particular, the execution of the RQ1 search string retrieved 1440 publications 

(ACM DL = 60, IEEE Xplore = 369, Scopus = 673, Google Scholar = 338). From these publications, 

417 resulted duplicated and thus removed, obtaining a total of 1023 publications to be 

considered for review.  

The execution of the RQ2 search string retrieved 508 publications (ACM DL = 202, IEEE 

Xplore = 140, Scopus = 17, Google Scholar = 149). From this set of publications, 43 were 

removed because duplicated, thus resulting in a total of 465 publications. A total of  1948 

publications were retrieved, and this phase finished in March 2023. 
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From this point on, an iterative selection process was conducted by applying inclusion 

criteria. First, publications were analyzed based on their title and abstract only. The application 

of the criteria to the RQ1 publications allowed us to exclude 912 publications. After that, a 

more detailed analysis was conducted by reading the whole manuscript, leading to the 

selection of 111 publications. The application of the criteria to the RQ2 publications allowed us 

to exclude 436 publications. After that, reading the full texts, 29 publications were selected. 

Figure 1 summarizes the search phases while all the details of these phases, and all the results, 

can be found at https://bit.ly/3WzHOOv.  

 
Figure 1 Flow diagram summarizing the selection of the publications along the search phases. 

 
Reporting and Analyzing the SLR Results 

This section reports the analysis of the SLR results framed along the two research questions 

presented in the previous section. The answers to these research questions, which are distilled 

in Table I and Table II, offer an initial framework to facilitate the development of software that 

needs to comply with Privacy by Design and Privacy by Default principles and aims to integrate 

them into an HCD process. In the following, we report on the results and analysis of the two 



Translating Privacy Design Principles into HC software lifecycle: A Literature Review  19 

RQs. 

How Privacy-By-Design and Privacy-By-Default principles translate into software 

requirements? (RQ1) 

To frame the analysis of the 111 publications selected for RQ1, we adopted the “Privacy Design 

Strategies” (Hoepman, 2014), where 8 different strategies are defined. These 8 strategies are 

divided into two sub-categories: 

1. Data-oriented strategies focused on the data processing itself: 

o Minimize: reduce the amount of data collected and processed to the minimum; 

o Separate: distribute data processing and storage; 

o Abstract: limit the detail level of data processing as much as possible; 

o Hide: personal data should be hidden from unauthorized third parties; 

2. Process-oriented strategies focused on the process handling the personal data lifecycle: 

o Inform: duly inform the users about the whole data processing lifecycle; 

o Control: empower the users with complete control over their personal data; 

o Enforce: enforce privacy-friendly data processing; 

o Demonstrate: demonstrate the enforcement of privacy-friendly data processing;  

These privacy design strategies provide a high-level approach to improving the privacy of a 

system. Indeed, privacy design strategies suggest decisions from a strategic point of view, 

providing input on what should be achieved at a data and process level to ensure the design of 

a privacy-preserving system. However, implementing these strategies should be done 

methodically and pragmatically, involving all interested stakeholders, from engineers to end 



Translating Privacy Design Principles into HC software lifecycle: A Literature Review  20 

users (Hoepman, 2014). 

To solve these issues, we mapped the 111 publications inside the 8 strategies and, in each 

strategy, one or more publications were translated into requirements. For example, for the 

strategy “Minimize”, we identified the requirement “Display to the users only the data strictly 

needed to avoid unnecessary disclosure” related to the studies reported in (Colesky & 

Ghanavati, 2016; Morales-Trujillo & Garcia-Mireles, 2018). The complete list of strategies and 

requirements is discussed in the following and reported in Table I.   

Table 1. Mapping of the RQ1 publications inside the 8 strategies, with a brief explanation of 
their contribution. 

1. Minimize 
Display to the users only the data strictly needed to avoid 
unnecessary disclosure 

(Colesky & Ghanavati, 2016; Morales-
Trujillo & Garcia-Mireles, 2018)  

Select carefully the data to be processed  (Colesky & Ghanavati, 2016; Kneuper, 
2020; Kung et al., 2017) 

Limit the collection of data to the one required for the proper 
functionality of the application 

(Abdulghani et al., 2019; Hatamian, 2020; 
Kneuper, 2020) 

Minimize data storage retention to reduce the risks associated 
with data breaches 

(Abdulghani et al., 2019; Diamantopoulou 
et al., 2020) 

2. Separate 
Adopt an MVC architecture (Morales-Trujillo & Garcia-Mireles, 2018)  
Process data in a distributed fashion through isolation and 
virtualization 

(Colesky & Ghanavati, 2016; Kung et al., 
2017; Ladjel et al., 2019)  

Interconnect systems via overlay networks or message brokers (Coroller et al., 2018; Kretschmer et al., 
2021; Pedrosa et al., 2019; Rhahla et al., 
2021) 

Separate users’ data into sub-profile, to avoid account-wide data 
breaches. 

(Gabel & Schiering, 2019; Pedrosa et al., 
2019)  

Ensure cross-domain unlikability through context separation 
(physical and digital) 

(Gabel & Schiering, 2019; Mougiakou & 
Virvou, 2017)  

Opt for a decentralized storage (Abdulghani et al., 2019; Custers et al., 
2018)  

3. Abstract 
Employ homomorphic encryption to perform computation over 
encrypted data 

(Abdulghani et al., 2019; Kretschmer et 
al., 2021; Kühtreiber et al., 2022; C. Li & 
Palanisamy, 2019; Notario et al., 2017) 

Use Differential Privacy to query a dataset in a privacy-
preserving way 

(Gruschka et al., 2018; Kretschmer et al., 
2021, 2021; Kühtreiber et al., 2022; Kung 
et al., 2017; C. Li & Palanisamy, 2019; 
Roig, 2018; Sokolovska & Kocarev, 2018)  
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Use anonymization techniques like k-anonymity, l-diversity, and 
t-closeness 

(Abdulghani et al., 2019; Damjanovic-
Behrendt, 2018; Gruschka et al., 2018; 
Kounoudes & Kapitsaki, 2020; Kühtreiber 
et al., 2022; Kung et al., 2017; C. Li & 
Palanisamy, 2019; Roig, 2018; Roubtsova 
et al., 2018; Saatci & Gunal, 2019; 
Sokolovska & Kocarev, 2018)  

Abstract data through derivation and approximation (Saatci & Gunal, 2019)  
Aggregate data over time (Abdulghani et al., 2019; Diamantopoulou 

et al., 2020; Kung et al., 2017; Mannhardt 
et al., 2018) 

4. Hide 
Use Encryption both for storage and transfer (Abdulghani et al., 2019; Diamantopoulou, 

Argyropoulos, et al., 2017; 
Diamantopoulou et al., 2020; Fernandes et 
al., 2018; Gruschka et al., 2018; Hatamian, 
2020; Kung et al., 2017; Mannhardt et al., 
2018; Mougiakou & Virvou, 2017; Notario 
et al., 2017; O’Connor et al., 2017; 
Papageorgiou et al., 2018; Saatci & Gunal, 
2019)  

Use attribute based Encryption and/or Attribute-Based Access 
Control 

(Abdulghani et al., 2019; Coroller et al., 
2018; Gabel & Schiering, 2019; C. Li & 
Palanisamy, 2019; Michael et al., 2019; 
Rhahla et al., 2021)    

Use application layer protocols over TLS (Badii et al., 2020; Hatamian, 2020; C. Li 
& Palanisamy, 2019)  

Hide sensitive data through masking, mixing and tokenization (Gonçalves et al., 2020; Groen & Ochs, 
2019; Saatci & Gunal, 2019)  

Do not log sensitive information (e.g., personal data, password 
etc.) 

(Papageorgiou et al., 2018) 

5. Inform 
Explain the process of personal data processing in a detailed, 
concise and understandable way.  

(Ataei et al., 2018; Betzing et al., 2019; 
Colesky & Ghanavati, 2016; Custers et al., 
2018; G Karácsony, 2019; Mohan et al., 
2019; Morales-Trujillo & Garcia-Mireles, 
2018; O’Connor et al., 2017; Wachter, 
2018a, 2018b) 

Inform users explicitly about any data collection, sharing and 
processing taking place. 

(Ataei et al., 2018; Butin & Le Métayer, 
2015; Hatamian, 2020; Mannhardt et al., 
2018; Morel et al., 2019)  

Inform users about which data is collected and for which 
duration, how to request data removal and how to withdraw 
consent 

(Ataei et al., 2018; Butin & Le Métayer, 
2015; Mannhardt et al., 2018; Mohan et 
al., 2019)  

Asking for a user’s consent for processing his/her personal data 
must be separated from asking consent for services offered  

(Colesky & Ghanavati, 2016; Hatamian, 
2020; Kneuper, 2020; Wachter, 2018b) 

Employ Transparency Enhancing Tools (Spagnuelo et al., 2017, 2019; Tapsell et 
al., 2018)  

Use visual reminders (Ataei et al., 2018; Custers et al., 2018; G 
Karácsony, 2019; O’Connor et al., 2017; 
Palmirani et al., 2018)  

6. Control 
Specify policies in a machine-readable format and automate the 
informed-consent process (e.g., by using P3P, PPL or LPL) 

(Gerl & Meier, 2019; Kounoudes & 
Kapitsaki, 2020; Kretschmer et al., 2021; 
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C. Li & Palanisamy, 2019; Martucci et al., 
2017; Neisse et al., 2016; Pardo & Le 
Métayer, 2019; Su et al., 2016) 

Give users the chance to learn and practice their rights (access, 
rectification, erasure, giving and withdrawing consent, and 
portability) through system UI/dashboard 

(Ataei et al., 2018; Betzing et al., 2019; 
Fernandes et al., 2018, 2018; Hatamian, 
2020; Hyysalo et al., 2016; Kneuper, 2020; 
Kung et al., 2017; Mannhardt et al., 2018; 
Piras et al., 2019; Wachter, 2018a)  

Provide consent in forms and at times that minimize users' fatigue 
and maximize the likelihood that they make appropriate decisions  

(Ataei et al., 2018; Hyysalo et al., 2016; 
Morel et al., 2019; Nouwens et al., 2020; 
Soe et al., 2020; Utz et al., 2019)  

Move away from a take it or leave it and empower the user in 
choosing a balance between functionality and privacy 

(Custers et al., 2018; Gol Mohammadi et 
al., 2019; Kneuper, 2020) 

Use Sticky policies (Custers et al., 2018; Gol Mohammadi et 
al., 2019; Kung et al., 2017; Martucci et 
al., 2017) 

7. Enforce 
Collect and process personal data only if the current consent 
given by the user covers the purpose of the collection. 

(Antignac et al., 2018; Fernandes et al., 
2018; Hatamian, 2020; Mustafa et al., 
2019)  

Use models to support GDPR compliance and verification (Agostinelli et al., 2019; Ahmadian, 
Jürjens, et al., 2018; Ahmadian et al., 
2019; Diamantopoulou, Angelopoulos, et 
al., 2017; Kupfersberger et al., 2018; 
Loruenser et al., 2018; Martin & Kung, 
2018; Pedroza et al., 2021; Stach & 
Steimle, 2019; Torre et al., 2019)  

Foster awareness and education for the development team but 
also for users 

(Alhazmi & Arachchilage, 2021; Ataei et 
al., 2018; Campanile et al., 2022; Custers 
et al., 2018; G Karácsony, 2019; Hadar et 
al., 2018; Leite et al., 2022; Z. S. Li et al., 
2020; Lodge & Crabtree, 2019; Martino et 
al., 2019; O’Connor et al., 2017; Singh & 
Cobbe, 2019)  

Adopt ontologies to model information related to personal data to 
improve interpretation, visualization and compliance checking 
against privacy policies 

(Bartolini et al., 2015; Besik & Freytag, 
2019; Fatema et al., 2017; Olca & Can, 
2022; Pandit et al., 2018)  

Execute a process to regularly assess, test and evaluate the 
effectiveness of the technical and organizational measures 
concerned with the data processing 

(Agarwal et al., 2018; Ayala-Rivera & 
Pasquale, 2018; Diamantopoulou & 
Mouratidis, 2019; Fernandes et al., 2018; 
Ferrara & Spoto, 2018; Leite et al., 2022; 
Z. S. Li et al., 2022; Morales-Trujillo & 
Garcia-Mireles, 2018; Torre et al., 2019) 

Follow the Global Privacy Standard principles (Alshammari & Simpson, 2017c) 
8. Demonstrate 

Performa a Data Protection Impact Assessment (Ahmadian, Strüber, et al., 2018; Butin & 
Le Métayer, 2015; Coles et al., 2018; 
Diamantopoulou & Karyda, 2022; 
Martucci et al., 2017; Mougiakou & 
Virvou, 2017; Mustafa et al., 2019; Sion, 
Dewitte, et al., 2019; Wachter, 2018a, 
2018b) 

Adopt a privacy threat modeling and management strategy (e.g., 
LINDDUN) 

(Al-Momani et al., 2019; Martin & Kung, 
2018; Martín & Del Álamo, 2017; Meis & 
Heisel, 2017; Muntes-Mulero et al., 2019; 
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Sion, Dewitte, et al., 2019; Sion et al., 
2018; Sion, Landuyt, et al., 2019)  

Adopt a personal data-centric lifecycle model also to support the 
identification of critical activities and associated privacy risks 

(Alshammari & Simpson, 2017c, 2017a, 
2017b; Diamantopoulou & Karyda, 2022; 
Morales-Trujillo & Garcia-Mireles, 2018; 
Ujcich et al., 2018) 

Keep a record of users’ consent decisions and make it available 
on request also to ensure accountability 

(Butin & Le Métayer, 2015; 
Diamantopoulou, Angelopoulos, et al., 
2017; Fernandes et al., 2018; Hatamian, 
2020; Kounoudes & Kapitsaki, 2020; 
Masmoudi et al., 2018; Morel et al., 2019; 
Pedrosa et al., 2019) 

Log when sensitive information is being accessed and processed (Badii et al., 2020; Colesky & Ghanavati, 
2016; Gonçalves et al., 2020; Hjerppe et 
al., 2019; Morales-Trujillo & Garcia-
Mireles, 2018; Rhahla et al., 2021)  

Minimize. 

This is the most straightforward strategy. The less data you collect, the less the risk associated 

with processing and storing such data. The amount of data collected and processed should be 

reduced to the minimum possible. This should be decided on a case-by-case basis (Colesky & 

Ghanavati, 2016; Kung et al., 2017) and possibly limited to only data required for the 

functionality of the application (Abdulghani et al., 2019; Hatamian, 2020). According to this 

strategy, irrelevant information should be removed from the user’s representation (Morales-

Trujillo & Garcia-Mireles, 2018) by stripping off relevant and privacy-sensitive meta-data 

(Colesky & Ghanavati, 2016). Minimizing storage retention also helps in reducing the risk 

associated with data breaches (Abdulghani et al., 2019), as having data stored only for a limited 

time will reduce the impacts of a violation.  

Separate. 

Data breaches can also be mitigated by adopting separate strategies. Separate means splitting 

data across different hardware (physical separation) or splitting data on a software level (logical 

separation) (Gabel & Schiering, 2019). A possible separate strategy involves dividing users’ data 
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into sub-profiles (fragments) belonging to the same identity (Gabel & Schiering, 2019), which 

are assigned to different pseudonyms that only authorized users know. Another solution could 

be cross-domain unlinkability, which aims at separating data and processes so that processes 

are operated in a way that makes data unlinkable to other privacy-relevant information outside 

the domain (Mougiakou & Virvou, 2017). Decentralized storage (Abdulghani et al., 2019; 

Custers et al., 2018) (e.g., distributed-based storage with proper encryption), isolation and 

virtualization (Colesky & Ghanavati, 2016; Kung et al., 2017) (e.g., through application 

containerization), and system interconnection via overlay networks or message brokers are also 

suggested (Coroller et al., 2018; Pedrosa et al., 2019). To this end, (Coroller et al., 2018) 

propose an architecture to provide end-to-end data control in event-based systems considering 

GDPR requirements on consent and data processing. Model View Controller (MVC) 

architectures also support this strategy by separating the data (model) from the UI (view), 

allowing for better management, at the data level, of what data is shown to the user (Morales-

Trujillo & Garcia-Mireles, 2018). 

Abstract. 

Abstract means to adopt techniques to look at the data from a more general point of view to 

minimize the privacy risk for single individuals. Usually, when processing data, the final aim is to 

find a general rule to guide our decisions. Thus, we do not need to go deeply into processing 

the data of a single individual. Still, we may achieve similar results (and not necessarily less 

accurate) by considering data from groups of people with similar characteristics. Different 

solutions are discussed under the abstract strategy, including a) homomorphic encryption 

(Abdulghani et al., 2019), which allows performing computation over encrypted data; 
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b) differential privacy (Sokolovska & Kocarev, 2018), which allows querying a dataset in a 

privacy-preserving way; c) k-anonymity, and its extensions l-diversity, t-closeness (Gruschka et 

al., 2018), which are anonymization techniques that ensure that is not possible to identify single 

records in a specific dataset (a dataset is said to be k-anonymous if a record cannot be 

distinguished from a minimum of k-1 other records present in the dataset).  

Data aggregation over time (Mannhardt et al., 2018) and privacy-aware data-analysis 

algorithms (e.g., according to Statistical Disclosure Limitation – SDL techniques and/or 

randomized response methods (Sokolovska & Kocarev, 2018)) are also suggested. Derivation, 

which means replacing detailed information with equivalent but more general ones (e.g., 

substitute data of birth with age) and approximation (replacing information with less specific 

one) are also valid techniques to implement this strategy (Saatci & Gunal, 2019). 

Hide. 

The hide strategy asks for the confidentiality of data, meaning that data should be protected 

and not disclosed to any unauthorized party. Confidentiality is, of course, guaranteed by 

implementing encryption mechanisms, which is always recommended both for storage and 

transfer (Mougiakou & Virvou, 2017) (one should also consider the possibility to put the user in 

control, by exploiting client-side encryption (Mannhardt et al., 2018)). Indeed, it is always 

recommended to run application layer protocols over Transport Layer Security (TLS) (C. Li & 

Palanisamy, 2019). Attribute-Based Encryption (ABE) (Coroller et al., 2018), an asymmetric 

encryption technique that allows encrypting data according to attributes that describe the user, 

is suggested as a method to easily provide both confidentiality and access control in a scalable 

way without the need for complex security infrastructures. With ABE, only users with specific 
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attributes can decrypt the encrypted information.  

Masking (hiding part of the data), Mixing (mixing data from multiple records), and 

Tokenization (replacing data with unique ids) are also suggested as ways to implement this 

strategy (Saatci & Gunal, 2019). Finally, logging should always be carefully performed to avoid 

disclosing plain-text sensitive data in logs (Papageorgiou et al., 2018). 

Inform. 

The explanation is a critical process for this strategy. Users must take an informed decision 

about their data. Indeed, users should always be explained the whole personal data process in a 

detailed but understandable and concise way (Colesky & Ghanavati, 2016), including any data 

collection and sharing that is taking place (Hatamian, 2020) and, eventually, how data from 

different sources is combined, and for what and for how long data will be stored (Mannhardt et 

al., 2018). Moreover, a list of third parties to which data may be forwarded should be provided 

(Butin & Le Métayer, 2015), and any other policy update must be notified to the user (Mohan et 

al., 2019). Furthermore, as explicitly mandated by the different privacy regulations, data 

breaches must be notified “without undue delay” (Ataei et al., 2018) and specifically within 72 

hours from the identification of the breach, according to the GDPR.  

The consequences of not providing data should also be explained (Ataei et al., 2018; 

Betzing et al., 2019), together with explaining the difference between what data is necessary 

and what data can be voluntarily shared (Wachter, 2018b). In any case, the process of asking 

for users' consent must be separated from the choice of enabling other service-related features 

(Colesky & Ghanavati, 2016; Hatamian, 2020). 
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Many authors agree that visual reminders could support this strategy (Ataei et al., 

2018). To this end, a methodology to generate machine-readable privacy icons is proposed in 

(Palmirani et al., 2018). It consists of analysing and formalising legal requirements into an 

ontology and generating the related pictorial representations through a participatory 

multidisciplinary design workshop. The designed icons are then empirically assessed according 

to an association test to evaluate the ability of the users to recognise icons for their legal 

meaning.  

However, some authors state also that icons might not always be the best tool for 

communication (Wachter, 2018a): even if the short descriptive text accompanies them, they 

cannot be enough to explain the complexity of some automated decision-making processing as 

requested by the regulations; thus other solutions need to be defined.  

Finally, Transparency Enhancing Tools (TET) (Spagnuelo et al., 2019), which support 

users in gaining more knowledge about their data, can help pursue this strategy. 

Control. 

Control means empowering users with ways to exercise their rights. This strategy should be 

implemented by adopting user-centric approaches, meaning that users should have complete 

control over the data they want to share and how they want to share them, but without being 

overwhelmed by the complexity of the process. This could be supported, for example, by 

automating part of the process (C. Li & Palanisamy, 2019). As Morel et al. suggest, control 

should also be implemented in a way that minimizes fatigue while maximizing the likelihood for 

the user to make the appropriate decision (Morel et al., 2019). This can be enabled, for 

example, by a privacy dashboard (Kung et al., 2017), or by supporting users’ decisions by using 
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machine-readable policy formats (Martucci et al., 2017; Pardo & Le Métayer, 2019). In any case, 

users should be able to continually access and update collected data and remove them from 

the collection (Ataei et al., 2018). To this end, in the context of the Internet of Things (IoT), 

Wachter states that “disconnect” features for smart devices should also be implemented 

(Wachter, 2018a), allowing to disable at any time the networking functionality of IoT devices to 

safeguard users’ privacy. Eventually, users could also be allowed to specify how long data can 

be stored and used (Mannhardt et al., 2018).  

A relevant user-oriented solution worth mentioning is defined as “Sticky Policies”, 

where users can define a set of rules that specifies how service providers shall handle the data 

they are sharing (Kung et al., 2017). However, this solution presents a few shortcomings: on the 

one hand, Sticky Policies are not easy to be used by all users (specifically less expert ones), on 

the other hand, they are too generic and not service-specific, thus resulting in being less 

effective (Gol Mohammadi et al., 2019). Gol Mohammadi et al. address these issues by 

extending the sticky policies concept. They propose a user-oriented framework where users can 

define their privacy preferences for a specific service in a user-friendlier way, structure 

information about data processing in a tabular way (instead of the textual privacy policy), and 

reuse their preferences for any future policy negotiation with other services (Gol Mohammadi 

et al., 2019).  

A promising approach for fostering control is MyData (Su et al., 2016), a user-centric 

framework to facilitate personal data sharing in a controlled flow, enabling users to control 

where their data goes, define who can use them and modify these decisions over time. 
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In any case, service providers should move away from a take it or leave it to approach 

(Gol Mohammadi et al., 2019), meaning that users should not be forced to agree with the 

privacy policy to use the service completely, but should be left with the choice of their 

preferred balance between functionality and privacy (Custers et al., 2018). All of this should be 

provided in an agile fashion (Wachter, 2018a), allowing informed tailoring and management of 

privacy preferences. In addition, service providers should clearly distinguish between data 

required for service functionalities and optional data that can be voluntarily shared (Wachter, 

2018b). It is worth mentioning that the studies reported in (Hatamian, 2020) and (Abdulghani et 

al., 2019) suggest that, in any case, only data exclusively required for the proper functionality of 

the service should be collected according to the minimize strategy.  

Enforce. 

This strategy includes more procedural solutions rather than pure technical solutions, 

supporting a methodological approach to enforce privacy compliance at a business level. 

Enforce means getting in the mindset of ensuring regulatory compliance. This is why it is worth 

highlighting how educating the development team (Ataei et al., 2018; Campanile et al., 2022) as 

well as the end-users (Custers et al., 2018) is considered crucial to make this strategy (and the 

other 7) effective. In this regard, Diamantopoulou et al. suggest specific actions to be taken to 

increase employees' information security awareness through training and disciplinary processes 

(Diamantopoulou et al., 2020). Indeed, education has always been a pillar of usable security 

and privacy (Cranor & Garfinkel, 2005). Nevertheless, educating, especially the end user, is an 

ambitious and challenging task. 
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Different solutions propose models that help in complying with various privacy 

requirements. Martin et al. highlight how developers are unprepared to deal with privacy 

requirements and lack the tools (and the methods) to translate those requirements into the 

software. Thus, they suggest adopting a model-driven design to support engineers with GDPR-

compliant software development (Martin & Kung, 2018). Similarly, (Fatema et al., 2017) 

propose a data management model to make consent specific and unambiguous, enabling 

GDPR-compliant data processing. Moreover, in (Alshammari & Simpson, 2017a), a UML-based 

data lifecycle model is proposed. Different privacy principles are represented as requirements, 

and constraints provide the criteria to assess whether the representation of the data processing 

fulfils the requirements, facilitating the modelling of the data lifecycle and the adoption of 

different principles, such as the separation of duties and data minimisation. In (Ahmadian, 

Strüber, et al., 2018), Ahmadian et al. present a privacy-aware system design model to mitigate 

possible regulation violations during the design process. This is enabled by building on top of 

existing Privacy Impact Assessment (PIA) methods to identify risks, proposing, through a cost-

benefit approach, a set of reusable components that can be practically implemented to 

mitigate those risks. Furthermore, in (Bartolini et al., 2015), an ontology-based business process 

methodology to address GDPR requirements is presented to support data controllers in 

complying with the regulation, auditors to assess compliance, and the authorities to detect 

potential violations.  

To implement this strategy, the 10 Global Privacy Standard principles (Cavoukian, 2006) 

should always be considered to support the effective development of privacy-aware solutions 

(Alshammari & Simpson, 2017c). Once the requirements are implemented, a process should be 
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set up to regularly assess, test, and validate the effectiveness of the implemented measures 

(Morales-Trujillo & Garcia-Mireles, 2018). Such a process can also be automated (Agarwal et al., 

2018) to improve its effectiveness and continuously verify these requirements.  

It is fundamental that, in any case, data should be collected if and only if the user has 

given consent (Antignac et al., 2018). To this end, to adhere to the privacy-by-default strategy, 

the least privacy-invasive choice should be selected for the user by default (Mustafa et al., 

2019), and the user must be able to withdraw the consent at any time (Fernandes et al., 2018). 

Demonstrate. 

The demonstrate strategy is strictly related to the enforce strategy. Once we understand that 

we need to comply with the principles and we define the methods and the processes to do so, 

we also need a way to demonstrate, for example, to the authorities, that we are correctly 

complying with the regulation. As a first consideration, we can say that adopting documented 

methods and management procedures (Martin & Kung, 2018) supports the demonstrate 

strategy enabling compliance verification and transparency. To this end, logging is also 

important to keep Records of Processing Activities (ROPA) as requested by article 30 of the 

GDPR, by article 37 of the LGDP, and similarly required by the California Privacy Laws  

(Diamantopoulou, Angelopoulos, et al., 2017). Indeed, logging should always be performed 

when the user consents to the processing and when accessing, processing, updating and 

deleting personal data (Hjerppe et al., 2019). Accordingly, a record of users’ consent decisions 

should also be maintained (Butin & Le Métayer, 2015) to decide the accountability of any 

decision (Pedrosa et al., 2019). 
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Most authors seem to agree that performing a Data Protection Impact Assessment 

(DPIA), even in that cases that are not mandatory, such as for the PIPEDA, LGDP, and California 

Privacy Laws and only under certain circumstances of the GDPR, can help to comply with the 

regulations as the DPIA is considered a powerful self-assessment tool (Coles et al., 2018). To 

this end, adopting data lifecycle models (Alshammari & Simpson, 2017a) can also help identify 

critical tasks and risks in the data management process (Alshammari & Simpson, 2017c). 

In (Ujcich et al., 2018) the authors propose a data provenance model composed of 

different patterns (i.e., data collection and consent by a subject, data transfer among 

controllers and processors, withdrawal by a subject), for representing GDPR workflows to 

support reasoning on how data are collected and processed.  

How Privacy-By-Design and Privacy-By-Default principles integrate into an HCD process? 

(RQ2) 

To analyze the 29 publications selected for RQ2 we identified 3 dimensions summarized by the 

following questions: 

• What are the HCI methodologies adopted to comply with privacy? 

• What are the challenges in adopting such measures? 

• Are there any gaps in the current technologies? 

Answering such questions can help identify how these privacy principles relate to HCI 

methodologies nowadays. The complete list of solutions that answer such questions is reported 

in Table 2. In the following, the three points of view are described, and some representative 

articles are discussed. 
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Table 2. Results of the data extraction for RQ2 

What are the HCI methodologies adopted to comply with privacy requirements? 
Requirements Phase 
     Reach Universal Usability  (O’Connor et al., 2017)  
  
Design Phase 
     Value-centered design, Redesign and future envisioning approaches (Muller & Lévy, 2019; Perera et al., 

2021; Schnädelbach et al., 2019; 
Wong & Mulligan, 2019)  

     User-Centered Design (UCD) (Jakobi et al., 2019; Urquhart, 2016)  
  
Development Phase 
     Implementation Security and Privacy HCI patterns  (Loruenser et al., 2018)  
  
Evaluation Phase  
     A/B testing (Ayalon & Toch, 2019)  
     User Study (Alpers et al., 2017; Karegar et al., 

2018)  
What are the challenges in adopting such measures? 
Privacy solutions can be subjective and sensitive to sociocultural 
differences 

(Ayalon & Toch, 2021; Barbosa et 
al., 2020; Ceross & Simpson, 2018; 
Wong & Mulligan, 2019) 

UX designers are not involved in privacy efforts (Alkhatib et al., 2020; Ceross & 
Simpson, 2018; Rossi & Lenzini, 
2020; Wong & Mulligan, 2019) 

The system functionalities and legal implications must be fully 
understood by all stakeholders of the solution 

(Alhazmi & Arachchilage, 2021; 
Alkhatib et al., 2020; Barbosa et al., 
2020; Gkotsopoulou et al., 2019; 
Jakobi et al., 2019; Kühtreiber et al., 
2022; Loruenser et al., 2018; Mangini 
et al., 2020) 

Technology variety and complexity, user diversity and gaps in user 
knowledge 

(Bowyer et al., 2022; O’Connor et al., 
2017; Urquhart, 2016; Wright, 2019) 

Are there any gaps in the current technologies? 
There is less focus on ensuring usable privacy rather than pure 
technical privacy measures 

(Alkhatib et al., 2020; Alpers et al., 
2017; Bernabe et al., 2019; Bowyer et 
al., 2022; Jakobi et al., 2019) 

Users are happier to skip the interaction rather than setting up their 
privacy preferences (Hyperbolic discounting) 

(Kounoudes & Kapitsaki, 2020; 
Rossi & Lenzini, 2020; Urquhart, 
2016)  

It can be unclear to users what information can be extracted from the 
variety and vast volume of data collected 

(Jakobi et al., 2019; O’Connor et al., 
2017)  

Legal frameworks and standards need to be accompanied by 
methodologies to help software engineers during the development 
process 

(Alshammari & Simpson, 2018; 
Ataei et al., 2018; Tahaei et al., 2021; 
Veale et al., 2018) 

 

What are the HCI methodologies adopted to comply with privacy? 

To comply with privacy, several HCI methodologies can be applied during the different phases 
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of the software lifecycle, namely requirement collection and analysis, design, development and 

evaluation.  

Regarding the requirement phase, the system should aim at reaching the so-called 

universal usability (Shneiderman, 2000), a concept introduced by Ben Shneiderman according 

to which a system should be designed to be usable for all individuals, enabling them to succeed 

in their tasks while interacting with the system.  

In the design phase, this requirement can be satisfied by defining new roles in the 

teams, explicitly including UX designers in privacy efforts, and using value-centered design, re-

design and speculative and critical design approaches (Wong & Mulligan, 2019). These 

approaches aim to solve privacy problems and widen our understanding of privacy as a socio-

technical concept and what it entails for people, allowing us to design future-proof privacy 

solutions. As an example, Schnädelbach et al. (Schnädelbach et al., 2019) propose future 

envisioning to design privacy-aware adaptive architecture highlighting the design tensions 

between smart buildings and privacy requirements. Urquhart et al. (Urquhart et al., 2018) 

suggest adopting design ethnography as well as co-design approaches to better respond to 

users’ needs in terms of privacy. Indeed, the users are still not considered enough during the 

design of security and privacy features (Ayalon & Toch, 2021), and these methodologies can 

help involve the users in the design process itself. 

To this end, during the development phase, security and privacy-HCI patterns (Länger et 

al., 2018) can be adopted to support the usable implementation of security and privacy 

mechanisms. However, the reference catalogue is still quite restricted, and more research has 

to be done to strengthen and extend the proposed patterns.  
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During the evaluation phase, user studies are effectively adopted to evaluate privacy 

interfaces (Alpers et al., 2017) and if users make informed decisions during the consent process 

(Karegar et al., 2018). Ayalon et al. (Ayalon & Toch, 2019) use A/B testing to support 

researchers and decision-makers in designing and evaluating privacy solutions by proposing a 

perceived privacy scale to assess users’ perceptions concerning the different designs that they 

are presented to. Nevertheless, evaluating the technology mechanism developed for complying 

with privacy requirements is critical to ensure that the proposed solutions also meet users’ 

privacy expectations (Ayalon & Toch, 2019). 

What are the challenges in adopting such measures? 

The publications analysed led us to identify different shortcomings in the design of privacy-

compliant systems. First, a problem that Wong et al. identified is that privacy is sensitive to 

sociocultural differences (Wong & Mulligan, 2019) and subjective (Ceross & Simpson, 2018). 

Thus, user diversity, as well as gaps in user knowledge, are identified as a problem to reach 

universal usability (Shneiderman, 2000). Users have different perspectives on privacy: some 

may be more willing to share their data online, while others may feel uncomfortable doing so 

and prefer not to share any data at all. While users seem to be quite pleased by the new and 

more strict privacy regulations, they mistrust the companies processing their data. Thus, more 

work has to be done to provide more control to users (Bowyer et al., 2022) while ensuring that 

their privacy is preserved and they understand the implications and risks involved in sharing 

their data, as this may be not always clear (Jakobi et al., 2019). 

Indeed, privacy is not an easy concept. It may be not easy to understand not only for 

users (Jakobi et al., 2019) but also for developers (Barbosa et al., 2020), who must understand 
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both the technical and the theoretical side of this field (Loruenser et al., 2018). In this sense, 

HCI experts are still not involved enough in the development process of privacy solutions 

(Wong & Mulligan, 2019), which instead is recognized as critical (Rossi & Lenzini, 2020) to make 

these solutions usable, by linking together the user experience, regulatory compliance, and 

system requirements (Ceross & Simpson, 2018).  

Are there any gaps in the current technologies and approaches? 

As privacy regulations start embracing the user-centric approach (Sobolewski et al., 2017), it is 

clear that a lot needs to be done in this sense. There is more focus on pure technical measures 

rather than usability aspects (Jakobi et al., 2019), which are often overlooked (Alpers et al., 

2017) and, to this end, there is a lack of comprehensive approaches for usable privacy (Bernabe 

et al., 2019). Alkhatib et al. state that users feel the importance and need for privacy, but this is 

neglected by implementing the privacy-by-design principle in practice (Alkhatib et al., 2020). 

These poor designs negatively impact users (Kounoudes & Kapitsaki, 2020) as often they fail to 

be informed and blindly agree to the terms (Rossi & Lenzini, 2020). To this end, Urquahart 

refers to hyperbolic discounting: users are happier to skip the interaction rather than to set 

their privacy preferences. This problem becomes more and more prominent as technology 

evolves and specifically when we consider the heterogeneity of IoT technologies (Urquhart et 

al., 2018) and complex solutions (e.g., blockchain (Wright, 2019)). Since even developers can 

struggle with following guidelines, and this can be attributed to the complexity of the 

regulations and their level of abstraction (Ataei et al., 2018), there is a strong need to 

accompany legal frameworks and standards with methodologies that ease the development 

process of privacy solution (Veale et al., 2018). Indeed, while the privacy-by-design paradigm 
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represents a step forward in this direction, there are still challenges to be addressed as the 

generality of these principles hinders their practical implementation (Alshammari & Simpson, 

2018).  

The above discussion identified major shortcomings regarding the privacy requirements 

implementation from a usability point of view, implying that there is still room for significant 

improvements. In this sense, the next section proposes some inputs for researchers to fill out 

the highlighted gaps. The following discussion focuses specifically on the GDPR since, as 

previously said, it is currently the most advanced privacy regulation. 

How can the proposed framework be used in real scenarios? 

This SLR answered the two RQs by defining a framework reporting a set of solutions that 

different stakeholders can use during the different phases of the software development 

lifecycle. To better illustrate and clarify how this framework can be adopted in real contexts, we 

present below some scenarios for using the results of this SLR. 

Development of the Website for an Italian Public Administration 

The Municipality of Rome has decided to develop its new website to provide citizens and 

tourists with all the necessary information and current services. The development was 

entrusted to the company Software4PA Spa. Among the various requirements the company has 

to satisfy, one of the most important is website compliance with the GPDR, a mandatory 

prerequisite for all Italian public administrations. In particular, they have to consider what is 

indicated in article 25, which requires guaranteeing security and privacy "by design" and "by 

default". To speed up its development, avoid misinterpretations of the GPDR by its engineers 
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and ensure a high quality of the software components that meet this requirement, the project 

manager of Software4PA decided to use the framework proposed in this paper. She started by 

examining the solutions reported in Table I, one strategy at a time, and selected a list of 

requirements. For example, for the 'Minimise' strategy, she decided that a critical aspect is the 

data collection, which needs to be minimised to what is required for the application to function 

properly and to show the website users the data that is strictly necessary to avoid unnecessary 

disclosure. As another example, for the "Hide" strategy, she decided that the website must 

implement encryption both for transmission (TLS protocol) and storage and avoid logging 

sensitive information as personal data. In the end, the engineer reports the requirements in a 

document for the software designers, who can follow such prescriptions to ensure security and 

privacy 'by design' and 'by default' in the website in the next phases of the software lifecycle.   

Reingengnerization of a Public administration system. 

Company LMOStars Srl was commissioned to re-engineer the territorial registry system used by 

the Apulia Region because of the introduction of national and supranational data privacy laws. 

This system processes the personal data of around one million users, and the two main 

functionalities are data collection and validation of citizens. The reengineering required 

introducing privacy and security requirements, as the system had been subject to data 

exfiltration. In particular, to integrate the principles of Privacy by Design and by Default and to 

be GDPR compliant, the development team was supported by the framework proposed in this 

study for the requirements analysis and design phase. Specifically, to reduce the exposure of 

personally identifiable information (PII) and threat agents by examining the privacy design 

strategies identified in Table I, the team was operationally supported in mapping the privacy 
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vulnerabilities identified during static and dynamic code analysis with the appropriate 

strategies. Different strategies were selected from the framework when analysing the 

vulnerabilities with critical priority (injection, broken authentication, sensitive data exposure, 

security misconfiguration, cross-site scripting). First, "Minimise" was chosen to limit data 

collection to what is required for the proper functioning of the application, minimise the 

retention of data to reduce the risks associated with data breaches, carefully select the data to 

be processed. "Separate" to process data in a distributed manner through isolation and 

virtualisation and to separate user data into sub-profiles; ensure cross-domain inviolability 

through context separation. "Hide" to use encryption at rest and in transit and to hide sensitive 

data through masking, blending and tokenisation. "Inform" to explain the process of processing 

personal data in a detailed, concise and understandable way; asking for a user's consent to 

process their personal data must be separated from asking for consent to services offered. 

"Control" to enable users to learn and exercise their rights (access, rectification, erasure, giving 

and withdrawing consent and portability) through the system UI/dashboard. "Enforce" to adopt 

ontologies to model information related to personal data to improve interpretation, 

visualisation and compliance checking against privacy policies. 

Development of a mobile app for diet following a User-Centred Design. 

Healthy Food Ltd is a UK company whose core business is developing software to help people 

eat healthily. Recognising the growing trend towards using mobile applications, they decided to 

develop a new mobile application that would generate a diet plan based on the user's profile 

and needs. Two critical aspects of this project are the collection of sensitive data, which 

requires a lot of attention to privacy and usability. Based on the framework proposed in this 
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study, they followed an HCD process to ensure high usability and privacy. Apart from following 

the prescription reported in the previous scenarios to design and develop the user interface 

and user interaction, they carefully followed the suggestions that the framework reported in 

the four phases, i.e., requirements, design, development and evaluation. For example, as 

suggested in the requirements phase, they wanted to develop a system that everyone would 

use, enabling them to complete their tasks while interacting with the system successfully. To 

this end, they decided to identify all the potential target users, interview them to gather 

requirements and identify the specific needs of each type of user. Then, in order to design the 

application, as suggested by the framework, as a specific process for HCD, they adopted ISO 

9241:2020. They also decided to include UX designers for privacy aspects in their team. Then, in 

both the design and development phases, they considered a catalogue of privacy HCI patterns 

to facilitate the implementation of usable security and privacy mechanisms. Finally, the 

developed application was also evaluated through user studies, focusing on traditional usability 

aspects and privacy issues, for example, when users make informed decisions during the 

consent process.  

Further Research Directions 

The analysis of the results of the RQs reported several solutions and technologies that address 

different approaches to privacy-by-design and privacy-by-default for privacy-compliant 

software development. In the following, we sum up further research directions that should be 

critical for future work to build on. 
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Support engineers during the development process 

Implementing security mechanisms is not an easy task. Moreover, there is often a need for a 

deep understating of the architectures and the technologies involved in the solutions (Alhazmi 

& Arachchilage, 2021; Gkotsopoulou et al., 2019; Hadar et al., 2018). Furthermore, some 

authors have highlighted a general lack of preparation in terms of security and privacy 

knowledge from developers (Barbosa et al., 2020; Lodge & Crabtree, 2019; Martin & Kung, 

2018). This makes designing and developing secure and compliant software even more difficult. 

To this end, there is a need, for security training for software engineers to increase their 

awareness about security and privacy risks associated with the digital ecosystem and then to 

ease their work by providing more strict but practical methodologies and procedures to guide 

the development process (Alshammari & Simpson, 2017c; Veale et al., 2018), as it was 

highlighted that developers still struggle even with following the guidelines (Ataei et al., 2018; 

Barbosa et al., 2020). 

Make compliance user-centered 

It is fundamental to understand that compliance is not only a critical step but a mandatory one. 

In this sense, the most effective way to comply with this obligation is by considering privacy 

from the ground up, i.e., privacy-by-design (and, thus, compliance-by-design). The 

requirements mapped in the 8 privacy design strategies provided by this work will help further 

ease developers with more practical pointers for implementing such strategies according to the 

privacy-by-design principles and under the different regulatory requirements. However, most of 

the publications analyzed for RQ1 do not provide any consideration from an HCI point of view. 

This means that, even if we find out that multiple solutions can be implemented to ensure 
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compliance, they may not be usable and so not be well received by end users (Alpers et al., 

2017; Bowyer et al., 2022). Since the privacy principles claim to put at the centre the final users, 

it is conflicting that the technological implementations of these processes lack a deeper 

understanding of the users’ perspective.  

Foster usable privacy implementations 

While the GDPR sets itself as a user-centric regulation and the other regulations are following 

up, their technological implementations are not. The results of RQ2 further corroborate this 

view. Not only there is less research interest from the usable-privacy point of view, as can be 

observed by the lower number of publications retrieved, but most of the works in this field 

confirm that these issues are still not tackled enough or at all by the privacy-engineering 

community (Bernabe et al., 2019). Indeed, in (Jakobi et al., 2019), it is highlighted how privacy-

by-design guidelines are focused more on the technological point of view, while users often are 

not considered in such processes. 

Wong and Mulligan (Wong & Mulligan, 2019) suggest how HCI and privacy communities 

should work hand in hand to improve privacy-by-design research and practice, as usability is 

frequently overlooked in privacy solutions (Alpers et al., 2017). In (Loruenser et al., 2018), the 

authors highlight that applying HCI patterns is vital to seamlessly embed both requirements and 

domain knowledge so that information can be accessed and properly handled by all involved 

actors independently from their actual technical background. Moreover, as Kounoudes et al. 

point out, usable user interfaces, the process of informed consent and possible context-aware 

user privacy preferences are still open research issues (Kounoudes & Kapitsaki, 2020).  
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To this end, we can say that more impactful methodologies are required to ease the 

process of integrating privacy and HCI patterns, or even the definition of new usable privacy 

patterns may be needed to address the issue and meet at the same time both the users’ 

expectations and regulatory requirements. 

Guarantee transparency and trustworthiness for a “win-win” scenario  

Putting the user in control of their data is not enough. There is a need for solutions that guide 

the users and ease their interaction process of informed consent (Urquhart, 2016). To this end, 

there is also a need for comprehensive campaigns to increase users’ privacy awareness 

(Kounoudes & Kapitsaki, 2020). Users should have the knowledge and the freedom to choose 

their preferred settings when sharing data with third-party services (Bowyer et al., 2022). This 

should possibly result in a win-win situation both for users and service providers: on the one 

hand, users are educated, aware, and informed on the data collection and their processing and 

understand the involved risks. On the other hand, once understand the rationale behind the 

data being collected and their purposes, possibly in a transparent and trustworthy manner, 

users may be more inclined to share data with service providers that will indeed benefit from 

the acquired data. 

Conclusion and Future Work 

This study addressed the challenges and open issues of translating data privacy regulations into 

software requirements. A systematic literature review was conducted to identify a set of 

software requirements and business processes for Privacy-By-Design and Privacy-By-Default, as 

well as HCI methodologies used to meet privacy requirements. The results of this study allowed 
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the definition of an initial framework whose adoption will benefit software engineers, designers 

and developers by accelerating the translation of such principles into software requirements, 

improving the quality of software development, and avoiding misinterpretations. In addition, 

this framework can help developers to implement more user-centric software requirements, 

even if they lack expertise in HCI, as the proposed mapping guides the most effective HCI 

solutions for different stages of software development. The identified solutions provide many 

tools, methodologies, and solutions for use according to the specific strategy and use cases to 

support privacy-aware software implementation.  

The proposed framework provides more concreteness to the principles of Privacy-By-Design 

and Privacy-By-Default. However, several aspects must be further developed to provide 

stakeholders with a more concrete and broader methodological toolkit. For example, the 

requirements in Table I and Table II represent valid and concrete solutions, but more practical 

approaches could be identified. For instance, starting from this strategy and the GDPR article, 

we have already begun investigating privacy design patterns that drive coding activities and 

user interface design (Barletta et al., 2022). 

Still, the analysis showed that, while from a technological point of view, many different 

solutions exist to support regulatory requirements implementation on different levels 

effectively, there is still a lot to be done to make these tools and methods more user-centred.  

As further future works, we also highlighted the need to include in developers' security training 

and guidelines to support their job. Shortly, close cooperation between HCI and 

security/privacy experts is expected to ease the adoption of privacy-enhancing technologies 
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and strategies that meet, at the same time, both users’ privacy expectations and business 

objectives. As a result, since the development of security features has often overlooked the 

principles of usability and human-computer interaction in general, a future goal of this work is 

to propose a comprehensive and practical technical and methodological framework to support 

the user-centric design of regulatory-compliant software. 
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