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Welcome to DH2018

Elika Ortega and Glen Worthey, Program Committee Co-chairs
Isabel Galina and Ernesto Priani, Local organizers, Co-chairs

As many old-timers and some newcomers know, this is the first time that the annual inter-
national Digital Humanities conference takes place in the Global South. This is a momen-
tous achievement for an organization that has always strived to be truly global, diverse,
and inclusive. The geographic movement of the conference has brought with it a renewed
awareness of the differences among the numerous communities that constitute ADHO
and the DH field at large. As we celebrate these differences, we have also made every
effort for DH2018 to create meeting points, foster connections, and build bridges across
the many Digital Humanities.

Making the conference bilingual, a tradition that we're following from DH2017, has been
central to our work. Indeed, although English continues to be a powerful lingua franca in
our field, about 20% of the presentations, posters, and panels this year are in another lan-
guage. This development in the program is the result not only of the Program Committee's
work; it was possible thanks to the 'backstage’ volunteer labor of hundreds of reviewers
who lent both their DH expertise, and their strong linguistic capacities. We also endeavo-
red to make as much of the information and official communications of DH2018 bilingual,
including its website, our email communications, the Convalidator tool, and this Book of
Abstracts, to mention a few. There is still much left to do, and many interfaces are still
available only in English, but we hope that our collective efforts will encourage all future
ADHO conference organizers to continue in this tradition.

This year the conference includes twenty-two long paper sessions, twenty-two short pa-
per sessions, thirty-three panel sessions, and sixteen workshops. Additionally, a two-part
poster session will showcase the work of over 150 scholars. The topics and approaches
represented span from linked data to digital ethnography; from classical antiquity to on-
line activism; from pedagogy to theory; from indigenous languages to natural disasters.
The broad scope of the program attests to the long-standing practices that first propelled
the consolidation of the field of Digital Humanities, while making ample room for new
approaches that increasingly bring us closer to the social, political, and natural challenges
the world currently faces.

Our two DH2018 keynote speakers, Janet Chavez Santiago and Schuyler Esprit, bring our
attention to the territories of the Central Valleys in Oaxaca in Mexico and the Caribbean
island of Dominica. Impacted in distinct ways by colonial and neo-colonial powers, these
sites are sources of other ways of seeing, weaving, and redesigning the world. They are
also a locus sustaining the communities, academic and otherwise, that seek to utilize di-
gital technologies for cultural, epistemological, and sometimes physical, survival.

Organizing DH2018 in Mexico City has been a challenge and a learning experience. Cer-
tain cultural assumptions have come to light simply by holding the conference in a diffe-
rent geographical location. We are sure that these experiences will be helpful as the con-
ference continues to move to new and different locations. For us, Mexico's sociocultural
diversity makes it an ideal location for converging digital humanists from distinct cultures,
contexts, and socio-political realities. We believe that our steps towards bridging cultural,
technological, political, and ideological borders will lead to the creation of a Digital Huma-
nities community that is truly global, diverse, and inclusive.



Bienvenidos a DH2018

Elika Ortega y Glen Worthey, Co-presidentes del Comité Cientifico
Isabel Galina y Ernesto Priani, Co-presidentes del Comité Organizador Local

Como saben muchos veteranos y algunos novatos de DH, esta es la primera vez que la con-
ferencia internacional Humanidades Digitales se lleva a cabo en el Sur Global. Se trata de
un logro memorable para una organizacién que siempre se ha esforzado por ser verdadera-
mente global, diversa e incluyente. El cambio de ubicacidn de la conferencia ha aportado una
conciencia renovada de las diferencias entre las diversas comunidades que forman ADHO
y el campo de las HD, en general. Con el mismo entusiasmo con el que celebramos estas
diferencias, nos hemos esforzado por crear puntos de encuentro en DH2018, establecer co-
nexiones y construir puentes entre las muchas humanidades digitales.

Un aspecto central de nuestro trabajo ha sido preparar una conferencia bilinglie, una tradi-
cion que seguimos desde DH2017. Y si bien el inglés continda siendo una importante lingua
franca en nuestro campo, cerca de 20% de las presentaciones, posters y paneles en el pro-
grama de este afo estan en otro idioma. Esta caracteristica del programa no es el resultado
solamente del trabajo del Comité Cientifico; fue posible gracias a la labor voluntaria “tras
bambalinas" de cientos de dictaminadores que ofrecieron tanto su experticia en HD como
sus habilidades lingtiisticas. Asimismo, nos esforzamos para que gran parte de la informa-
cion y las comunicaciones oficiales de DH2018 fueran bilingties, incluidos el sitio web, los
correos electronicos, la herramienta Convalidator, y este Libro de Resimenes, por mencionar
algunos. Aun falta mucho por hacer y muchas interfaces todavia se encuentran disponibles
solamente en inglés, pero esperamos que el esfuerzo colectivo alentara a futuros organiza-
dores de la conferencia de ADHO a continuar esta tradicion.

Este afno la conferencia incluye veintidés sesiones de presentaciones largas, veintidos se-
siones de presentaciones breves, treinta y tres paneles y dieciséis talleres. También incluye
una sesion doble de posteres, que mostrara el trabajo de mas de 150 académicos. Los t6-
picos y las aproximaciones presentados en el programa comprenden los datos conectados
a la etnografia digital; de la antigliedad clasica al activismo en linea; desde la pedagogia a
la teoria; de las lenguas indigenas a los desastres naturales. Este amplio rango de temas da
cuenta de las practicas que impulsaron la consolidacion de las humanidades digitales y, al
mismo tiempo, abre espacios para nuevas aproximaciones que, cada vez mas, nos acercan
a los desafios sociales, politicos y naturales que el mundo encara actualmente.

Las dos ponentes magistrales para DH2018, Janet Chavez Santiago y Schuyler Esprit, nos
transportan a los territorios de los Valles Centrales de Oaxaca, México y a la isla caribefa
de Dominica. Impactados de formas distintas por las potencias coloniales y neocoloniales,
estos sitios son la fuente de otras formas de ver, tejer y redisefar el mundo. Son también
los loci que sostienen comunidades, académicas y no académicas, que buscan utilizar las
tecnologias digitales para la preservacion cultural, epistemoldgica y, a veces, incluso la su-
pervivencia fisica.

Organizar DH2018 en la Ciudad de México ha sido un reto y un aprendizaje. El simple hecho
de que la conferencia se lleve a cabo en una region diferente ha sacado a la luz ciertas pre-
suposiciones culturales y estamos seguros de que el aprendizaje se ira enriqueciendo en la
medida en que la conferencia se realice en distintas ubicaciones. Consideramos que, por su
diversidad sociocultural, México es un lugar ideal para la convergencia de humanistas digi-
tales de culturas, contextos y realidades sociopoliticas particulares. Estamos convencidos
de que, al encaminarnos hacia la creacidon de puentes entre fronteras culturales, tecnolé-
gicas, politicas e ideoldgicas nos acercaremos cada vez mas a formar una comunidad de
humanidades digitales verdaderamente global, diversa e incluyente.
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Weaving the Word

Janet Chavez Santiago
jazoula. T0@gmail.com
Indigenous Languages Activist

The weft is a thread that is woven among the warp's
yarns; these are our paper and pencil in the creation of
a rug. Together, warp and weft are the bridge that unites
the threads with our past and our present, and we weave
the patterns of Mitla's friezes as a form of reading, or of
interpreting, and of writing our ancestors, but also as a
way to recount our dreams and our experiences. We weave
in Zapotec. When we complete a rug, we share it with the
world, and although the weave is in Zapotec, it can be in-
terpreted in English, in Spanish, in Mixtec, or in Chatino.

Digital media can be seen as a warp on which the
speakers of indigenous languages have an opportunity to
weave their word and to share it within their own commu-
nity and beyond. Although in our times digital media and
social networks are a practical part of our daily lives and
of our interactions with the world, we as speakers of in-
digenous languages must truly appropriate these spaces,
to weave our word well, in order to liberate ourselves from
the denial of the present.

Tramando la palabra

La trama es el hilo que se teje entre la urdimbre, son
nuestro papel y lapiz para crear un lienzo. Juntos, trama
y urdimbre, son el puente que unen los hilos con nuestro
pasado y nuestro presente, tejemos las grecas de Mitla
como una forma de leer o interpretar y escribir a nuestros
ancestros, pero también para contar nuestros suenos y
nuestras experiencias. Tramamos en zapoteco. Cuando
terminamos un tapete lo compartimos con el mundo, y
aunque el tejido esta en zapoteco se puede interpretar en
inglés, en espafiiol, en mixteco o en chatino.

Los medios digitales se pueden ver como una urdim-
bre en donde hablantes de lenguas indigenas tengan la
oportunidad de tramar su palabra y compartirla dentro de
su propia comunidad y mas alla. Aunque hoy en dia los
medios digitales y las redes sociales son practicamente
parte de nuestra vida cotidiana y de nuestra interaccion
con el mundo, como hablantes de lenguas indigenas to-
davia nos hace falta apropiarnos realmente de estos es-
pacios, tramar bien nuestra palabra para liberarnos de la
negacion del presente.
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Digital Experimentation, Courageous
Citizenship and Caribbean Futurism

Schuyler Esprit
schuyleresprit@gmail.com
Research Institute at Dominica State College

The violence and trauma of climate change have arrived.
The Caribbean region is the unfortunate recipient of the
impacts of climate change and, much like its inheritance
of plantation slavery and colonialism, it is left with the
infrastructural, social and cultural pillage of imperial and
neocolonial imposition. My talk will consider whether and
how the humanities, and digital humanities in particular,
can produce the ideal intersection between planetary res-
ponsibility, community accountability and sustainable li-
ving.

In this talk | discuss Create Caribbean Research Ins-
titute's digital humanities praxis through the example
of the environmental sustainability project, Carisealand.
Through the exploration and discussion of theories, tools,
methodologies and praxis of digital humanities applied to
the project, | position Caribbean afrofuturism in the con-
text of contemporary Caribbean digital environments and
the lived experience of Caribbean people in the aftermath
of climate change.

| apply discourses of afrofuturism to imagine an al-
ternate Caribbean future represented in the redesign,
digital imagination and representation of selected Cari-
bbean communities. By offering models for rethinking,
visualizing and rebuilding physical spaces, | hope to rai-
se questions and offer insights about the power of digi-
tal humanities for social and environmental justice in the
contemporary and future Caribbean. The goal is to also
offer the model as a template for developing other map-
ping projects that can propose an alternate future for the
Global South.

Experimentacion Digital, Ciudadania
Valiente y Futurismo Caribeno

La violencia y el trauma del cambio climatico ya comen-
zaron. La region del Caribe es la desafortunada recepto-
ra de los impactos del cambio climatico vy, al igual que
con la herencia de esclavitud en las plantaciones y del
colonialismo, sufre del saqueo infraestructural, social y
cultural de la imposicién imperial y neocolonial. Mi char-
la considerara si, y de qué forma, las humanidades, y las
humanidades digitales en particular, pueden producir una
interseccion ideal entre la responsabilidad planetaria y
comunitaria, y una vida sustentable.

Asimismo, en mi charla, discuto la practica de las
humanidades digitales en el Instituto de Investigacion
Create Caribbean utilizando como ejemplo el proyecto de
sustentabilidad ambiental Carisealand. Por medio de la
exploracién y discusidn de las teorias, herramientas, me-
todologias y practicas de las humanidades digitales apli-
cadas en el proyecto, ubico el afrofuturismo caribefio en
el contexto de los ambientes digitales contemporaneos
del Caribe y la experiencia de los caribefios que viven con
las repercusiones del cambio climatico.

Finalmente, pongo en practica los discursos del afro-
futurismo para imaginar un futuro caribefo alternativo
representado en el redisefo, la imaginacién y represen-
tacion digitales de ciertas comunidades caribefas. Al
ofrecer modelos para repensar, visualizar y reconstruir
los espacios fisicos, deseo despertar preguntas y ofre-
cer entendimiento acerca del poder que las humanidades
digitales tienen para crear justicia social y ambiental en
el Caribe contemporaneo y futuro. La meta es también
ofrecer este modelo como una plantilla para desarrollar
otros proyectos de mapeo que pueden proponer un futuro
alternativo para el Sur Global.
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Archivos digitales, cultura
participativa y nuevos alfabetismos:
La catalogacion colaborativa del
Archivo Historico Regional de Boyaca
(Colombia)

Maria Jose Afanador-Llach
myj.afanador28@uniandes.edu.co

Universidad de los Andes: Fundacion Histdrica
Neogranadina, Colombia

Andres Lombana

alombana@cyber.law.harvard.edu

Berkman Klein Center for Internet and Society, Harvard
University, United States of America

Este articulo explora las practicas colaborativas de cata-
logacion y creacion de metadatos en archivos localizados
en contextos de escasa conectividad, acceso tecnoldgico
limitado, e incipiente desarrollo de nuevos alfabetismos.
Tomando como ejemplo el proyecto de Catalogacion Co-
laborativa del Fondo Notaria Segunda del Archivo Hist6-
rico Regional de Boyaca en la ciudad de Tunja, Colombia,
analizamos cémo una plataforma digital y una comuni-
dad de practica pueden suplir las necesidades de acce-
so a tecnologia, informacién y conocimiento a través de
la “produccidn entre pares” o “peer production" (Benkler
2006; Benkler, Shaw, & Hill 2015) y la cultura participati-
va (Jenkins et al. 2006; Jenkins 2010). Dada la desigual-
dad de acceso a recursos tecnoldgicos, culturales y hu-
manos para proyectos de digitalizaciéon y catalogacion
documental, en este articulo identificamos estrategias
para acceder a tecnologias abiertas, y desarrollar nuevos
alfabetismos (Lankshear and Nobel 2006, 2007; Dussel
2009; Jenkins et al. 2006; Jenkins 2010) que faciliten la
produccidn colectiva de conocimiento y la construccion
de culturas participativas desde el sur global.

En Colombia, la situacién de numerosos archivos his-
toricos regionales, se ha caracterizado por la carencia de
una organizacion sistematica de sus colecciones, contri-
buyendo a que permanezcan subutilizados por parte de
los investigadores y del publico general (Marin 2004). Los
procesos de digitalizacion presentan entonces una opor-
tunidad no solamente para la preservacién de archivos
sino también para la catalogacién y creaciéon de meta-
datos de calidad que garanticen el acceso y usabilidad
a futuro, y para el fomento de una cultura participativa.
Sin embargo, existen numerosos archivos privados con
colecciones patrimoniales que carecen de acceso a los
recursos para llevar a cabo procesos de digitalizacion,
catalogacion y creacion de metadatos. Tal es el caso del
Archivo Histérico Regional de Boyaca (AHRB), en Tunja,
Colombia, un archivo privado con colecciones que van
desde 1539 hasta 1850, sin acceso a los recursos y apo-
yos de la red publica de archivos, y carente de catalogos
para algunas de sus colecciones documentales.

A partir de un experimento de construccién colabo-
rativa de catalogos para el AHRB en este articulo abor-
damos la siguiente pregunta: ;De qué manera puede el
uso de tecnologias digitales y en red por expertos y afi-
cionados ampliar el alcance de la investigacion en las
humanidades digitales en contextos de escasa conecti-
vidad, acceso tecnoldgico limitado e incipiente desarrollo
de nuevos alfabetismos? A través del analisis de las mo-
tivaciones y practicas socioculturales desarrolladas por
los participantes del proyecto AHRB, elaboramos una re-
flexion sobre los retos y oportunidades que la produccién
colaborativa de informacién y conocimiento, o ,produc-
cion entre pares" (peer production), ofrece a los procesos
de migracion de materiales culturales a formatos digita-
les, particularmente en contextos donde el acceso a re-
cursos tecnoldgicos es limitado. En dicho experimento, el
proceso de catalogacién del Fondo Notaria Segunda per-
mitié a un grupo de expertos y aficionados conformar una
comunidad de practica (Wenger 1998), desarrollar nuevos
alfabetismos relacionados a la paleografia y participar en
un proceso de produccidn entre pares.

Existen diversos proyectos de crowdsourcing en las hu-
manidades digitales que han sido objeto de andlisis en el
mundo angloparlante (Terras 2016). Sin embargo, los retos
de la colaboracion abierta distribuida en el sur global estan
conectados a factores culturales, econémicos y de acceso
a tecnologia, que han sido poco estudiados. Nuestro anali-
sis del proyecto del AHRB permite apreciar como la comu-
nidad de practica conformada para la catalogacién de do-
cumentos histéricos le ofrece a los participantes no solo la
oportunidad de contribuir a la construccién de la memoria
publica (Owens 2012) sino también desarrollar nuevos alfa-
betismos como el trabajo en red entre pares y la inteligencia
colectiva (Jenkins et. al. 2006). A pesar de las brechas digi-
tales existentes en algunos contextos locales, el proceso de
catalogacion colaborativa permite crear puentes de acceso
a tecnologia, tejer redes entre expertos y aficionados, y cul-
tivar una cultura participativa, a la vez que contribuye a la
conservacion y promocion del patrimonio cultural.
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The Programming Historian comenzé en el ano 2008
como una publicacion de acceso abierto que publica tu-
toriales revisados por pares dirigidos a humanistas para
aprender una amplia gama de herramientas, técnicas
computacionales y flujos de trabajo Utiles para investiga-
cion y pedagogia. El proyecto esta liderado por un equipo
de doce editores voluntarios de seis paises con el objetivo
de crear una comunidad colaborativa y una audiencia de
caracter global. Desde agosto de 2016, el equipo editorial
de contenidos en espafnol de PH comenz6 el proceso de
traduccion de los mas de 50 tutoriales publicados en el
portal del proyecto en inglés. Al la fecha se han traducido
alrededor de 30 tutoriales a partir de la participacion de
alrededor de 15 colaboradores de paises como Argentina,
Espaiia, Colombia y México.

La expansion de una comunidad de practica de hu-
manidades digitales en el mundo hispanoparlante plantea
preguntas sobre acceso y diversidad. La brecha digital,
en su dimension de uso y aprovechamiento de tecnolo-
gias de la informacion y el desarrollo de competencias
digitales, implica serios retos para la produccién de co-

nocimiento sobre HD en el sur global. PH, una publica-
cion en linea de acceso abierto bilinglie, ha desarrollado
un modelo para afrontar el problema del acceso global y
lingliistico a recursos, metodologias y herramientas di-
gitales para las humanidades. Este compromiso con la
diversidad lingliistica y geografica en las humanidades
digitales significa comprender los limites y posibilidades
de los contextos institucionales, histéricos, culturales y
econdémicos en el mundo hispanoparlante.

Estamos en un momento de expansién del campo de
las humanidades digitales en Espafiay América Latina. Ya
existen programas de posgrados en HD en universidades
Latinoamericanas (Universidad de los Andes, Universidad
del Claustro de Sor Juana), que se suman a las ofertas ya
existentes en Espana (por ejemplo, LINHD). En este con-
texto de expansién, PH representa un proyecto colabo-
rativo de servicio académico voluntario, que se sostiene
en la conformacion de redes globales de conocimiento
abierto. El proyecto ha enfrentado los retos que suponen
encontrar voluntarios que quieran revisar, traducir y crear
tutoriales del inglés al espaiol. Lo anterior, teniendo en
cuenta la falta de reconocimiento y validez académica
dada la carencia de mecanismos de evaluacion de pro-
ductos de investigacion digital (Galina Russell 2016). De
igual manera, ha resultado un reto garantizar la calidad
de los contenidos desde un punto de vista lingiistico. Por
ultimo, el proyecto afronta el reto de combinar una apro-
ximacion global, que al mismo tiempo respete la diversi-
dad local y que no reproduzca practicas colonizadoras.
Estos retos ademas se alinean con la mision de PH crear
recursos sustentables con una prioridad por el Acceso
Abierto y los recursos libres y de cédigo abierto.

Esta presentacion es una reflexiéon sobre la expe-
riencia del equipo de contenidos en espanol de The Pro-
gramming Historian en relacién al panorama general de
las humanidades digitales en el mundo hispanoparlante.
En primer lugar, se pretende analizar las estrategias de
divulgacion del proyecto y evalla las experiencias de uso
de los tutoriales de PH en el salon de clase y en talle-
res. En segundo lugar, analizamos el comportamiento del
trafico de usuarios del portal de PH en espanol desde su
lanzamiento en comparacién con la evolucién del trafi-
co en el portal en inglés. (Ver muestra de datos en las
Figuras 1y 2) Se analizara también cuales han sido los
tutoriales mas visitados y los menos visitados, los luga-
res de mayor acceso y el tiempo promedio de los usuarios
en los tutoriales. En tercer lugar, nos gustaria reflexionar,
asimismo, sobre los retos de construir una comunidad de
colaboradores que ademas de hacer traducciones, pro-
duzca contenidos sobre herramientas y metodologias de
trabajo digital para las humanidades en espanol.

Las estrategias de divulgacion del proyecto y de
construccion de una comunidad de colaboradores se ha
llevado a cabo mayoritariamente a través de redes so-
ciales, encuestas en linea, listas de correos y ocasional-
mente charlas presenciales. Mientras se consolidan es-
pacios institucionales que apoyen la investigacion desde
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las humanidades digitales, consideramos que sera dificil
que los paises de habla hispana produzcan contenidos
y tutoriales en espaiol. Sin embargo, los esfuerzos de
traduccién son esenciales para impulsar una comuni-
dad de practica en el sur global. A futuro, esperamos que
los investigadores en el mundo hispanoparlante y otras
partes del mundo contribuyan a la produccién de nuevas
metodologias, herramientas y flujos de trabajo digital que
reflejen las particularidades sociales, culturales e histori-
cas de las humanidades de los contextos de Latinoamé-
ricay Espana, y el sur global.

Pais Enero 2017 Mayo 2017 Octubre 2017
México 163 472 2100
Colombia 85 2562 1200
Espafa 454 912 2300
Argentina 94 188 891
Brasil 392 585 878

Figura 1. Numero de sesiones en portal de PH desde
paises hispanoparlantes, 2017

Pais Enero 2017 | Mayo 2017 | Octubre 2017
Estados Unidos 10,000 13,000 23,000
India 3,900 4,500 7,300
Alemania 1,500 1,900 2,100
Reino Unido 2,400 2,200 5,800

Figura 2. Numero de sesiones en portal de PH desde
paises angloparlantes, 2017
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Hacia 1875-1877, el fotégrafo francés Jean Laurent re-
trato la Sala de la Reina Isabel del Museo del Prado en
Madrid (Fig. 1). Ocupando un espacio absidial en el cen-
tro del edificio que el arquitecto Juan de Villanueva habia
planeado un siglo antes como un salén de juntas, la Sala
de la Reina Isabel reunia los cuadros que entonces se
consideraban las "perlas” de la coleccién. De modo simi-
lar a la Tribuna de la Galeria de los Uffizi o el Salon Carré
del Louvre, la colocacién de los cuadros propiciaba com-
paraciones estéticas. En 1893, el espacio fue reformado y
en 1899 se convirtio6 en la Sala Velazquez.

En 2015-2017, a partir de la fotografia de Laurent,
nuestro equipo interdisciplinar emprendié una recons-
truccion digital en 3D de este espacio que todavia existe,
pero ha sido profundamente transformado. Para recons-
truir la estructura original, hemos utilizado las medidas
que se encuentran en el proyecto de la reforma fechado
en 1887 y las pruebas de color recientemente hechas en
las paredes del museo. Un bosquejo original de Federico
de Madrazo fue utilizado para reconstruir los banquillos.

Una vez que el modelo estaba hecho, habia que "col-
gar" los cuadros. Pero la fotografia original solamente
recogia una parte de la sala. La tarea de reconstruir la
exposicién transformé el trabajo de visualizacion en un
proyecto de investigacion. Al analizar el posicionamiento
de la cdmara fotografica, se llegd a la conclusion de que
la cdmara no fue centrada y, ademas, tenia una inclina-
cion. Este andlisis permitié averiguar la superficie de las
paredes en que se debia poner los cuadros restantes. Sa-
biamos qué obras eran debido al trabajo previo de Géal
(2001 y 2005: 495-515), quien habia utilizado las guias
decimondnicas para establecer una lista de obras que se
encontraban en la Sala de la Reina Isabel.

Nuestro plan era terminar la identificacién de los
cuadros en la foto, llegar a una hipétesis sobre los crite-
rios subyacentes en la colocacion de los cuadros y apli-
car estos criterios para encontrar un sitio para las obras
restantes. Para lograrlo, tuvimos que superar dos desa-
fios: 1) no sabiamos exactamente en qué orden estaban
los cuadros y 2) no habia sitio para todos los cuadros que,
segun las guias, estaban en la sala. La solucién para el
primer problema vino en forma de la guia de Espaina pu-
blicada en 1878 (Ford 1878: 57-59), que menciona gran
parte de los cuadros expuestos en la Sala. Infiriendo el
movimiento de la descripcion comparando el texto con
la foto, extrapolamos el orden de la mencidén a otras pa-
redes. La misma guia nos permitié establecer una lista
minima de las obras expuestas.

La atribucion y los marcos han cambiado considerable-
mente desde 1875-1877. Nuestro proyecto reconstruye los
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marcos de aquel entonces a base de las placas de cristal he-
chas por Laurent en la misma época. Mientras las tablillas
reproducen la atribucién decimondnica, los usuarios pueden
activar las anotaciones que reflejan la atribucién actual.

La resultante reconstruccion existe en tres versio-
nes, cada una disefiada para un publico y usos diferen-
tes. La version inicial fue ideada como espacio inmersivo
interactivo para una “cueva"” de proyeccion en 3D (Fig. 2).
Este espacio, de 20 pies de ancho, se utiliza para clases y
conferencias que crean una experiencia extremadamen-
te detallada, en algunos aspectos superior a una visita al
museo, generada a partir de los programas Blender e Uni-
ty. Para abrir la experiencia a un mayor nimero de usua-
rios, hemos creado una versién optimizada para teléfonos
méviles Samsung Galaxy S6 y gafas de RV. Esto nos hizo
buscar soluciones ingeniosas en cuanto a las texturas y
la iluminacién para reducir los requisitos técnicos sin sa-
crificar el detalle y el efecto. Dado el éxito de esta version,
decidimos buscar ain mayor accesibilidad, llevando la ex-
periencia interactiva de “realidad aumentada” a cualquier
ordenador o dispositivo movil a través del buscador de la
red: en una proyeccién en 2D para todos y en RV para los
que tienen las gafas. Debido al gran volumen de datos ne-
cesario para exponer y anotar 104 cuadros y la gran varie-
dad de dispositivos, se decidié rechazar la opcién mas ob-
via, Unity WebGL y usar, en su lugar, un nuevo instrumento
A-Frame que se utiliza en juegos interactivos. A través de
un cédigo QR, los visitantes que acuden ahora al Museo
del Prado podran utilizar sus dispositivos para proyectar
la reconstruccion sobre las paredes actuales de la sala 'y
ver los cambios en la arquitectura y el uso del espacio sin
tener que descargar ninguna aplicacién adicional (Fig. 3).

Asi, la reconstruccion permite reflexionar, a cualquier
distancia de Madrid y 140 afios después, sobre los criterios
de "comparacidn estética" y las ideas museisticas, estu-
diar los cuadros y entender los fundamentos intelectuales
de la exposicién. Por ejemplo, nos hace preguntar si los
criterios nacionalistas no formaban parte de la confronta-
cion entre las obras incluso en esta sala, a pesar de haber
sido disefiada para ofrecer un paréntesis en el recorrido
por un museo ordenado por escuelas nacionales. O nos
hace comprender la influencia que ejercian los patrones
del ornato de los templos (en el abside) y los retratos en
las casas particulares (en las paredes a los dos lados de la
entrada). Esto indica que, en un museo como el Prado, la
exposicion de obras maestras contribuia al pensamiento
nacionalista mientras sugeria paralelismos con la esfera
publica confesional y, a la vez, la esfera privada.

Esta presentacion demuestra que una reconstruc-
cion en 3D a base de datos incompletos puede constituir
un proyecto de investigacion que no sélo permite cotejar
diversas fuentes para producir, refinar y compartir hipéte-
sis, sino también se convierte en una exposicién visitable
in situ y remotamente que, a su vez, genera otras hipdte-
sis y abre nuevas lineas de investigacion.
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Fig. 1. Fotografia original de Jean Laurent, 1875-77

Fig. 2. Rendicién de la cueva 3D

Fig. 3. Reconstruccidn para cualquier dispositivo
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Introduction

The edition of the works of Leonhard Euler (1707-1783),
entitled Leonhardi Euleri Opera omnia (LEOO), is a monu-
ment of scholarship known to most historians of science.
Leonhard Euler's Opera omnia consists of 81 volumes,
76 of which have already been published in paper format
as four series of books. Volume IV, LEOO 1V, of the fourth
series contains the correspondence between Leonhard
Euler and the German mathematician Christian Goldbach,
encompassing 200 letters sent over 35 years(Martin Ma-
ttmuiller, 2015). The aim of our project is to present this vo-
lume to researchers in science and history as a digital edi-
tion via the Bernoulli-Euler Online Platform, BEOL(Tobias
Schweizer, 2017). BEOL is implemented using Knora(Ben-
jamin Geer, 2017), a generic virtual research environment
for the humanities. In this environment, scientists have
access to all edited materials of LEOO IV, and can also
annotate and edit material in their private workspace and
share the results of their research with others. In Knora,
the contents of the LEOO IV volume can be represented
as a directed graph providing an overview of the network
of different entities (letters, persons, bibliographic items,
etc.). The tools provided in this environment are intended
to facilitate research on the origin of ideas and findings.

Technical steps
LEOO IV consists of two parts: one with transcriptions

of the letters in the original languages (Latin and Ger-
man), and another with English translations of the let-

ters. LaTeXis used to edit both text and mathematical
formulas. The volume also contains an index of persons,
a bibliography of cited works by Euler, and a general
bibliography. The project aims to import all this content
into Knora, which represents data as RDF graphs using
OWL ontologies(Pascal Hitzler, 2012). Therefore, ontolo-
gies are created to describe the structure of the texts and
entities of this edition. The data itself must then be con-
verted to XML and imported into Knora.

Specifying the structure of the data

The data model specifying the structure of the data to be
imported must be given in the form of OWL ontologies.™ All
bibliographical items, as well as persons in the name index
of the edition, are represented internally as RDF triples. For
example, every person is represented as an RDF resource
belonging to the OWL class beol:Person, which has proper-
ties such as beol:hasFamilyName. The property beol:ha-
slAFldentifier refers to the IAF/GND dataset maintained by
German national library?, and ensures the uniqueness of
each person mentioned in the BEOL platform.

Figure.1 illustrates a part of the generic bibliography
ontology, which we have defined to describe all the biblio-
graphical information needed in the BEOL platform (pu-
blication types, manuscripts, publishers, etc.). The prefix
biblio refers to this ontology, beol refers to the ontology
of BEOL-specific entities, and knora-base is the standard
Knora ontology, which defines the basic data structures
that Knora works with. Ellipses represent types or classes
of resources, arrows semantically defined properties at-
tached to them, and rectangles their literal values.

In Knora, a text document (stored in a knora-base:Tex-
tValue) can contain markup as well as text. Internally, mar-
kup is stored separately from the text, using an RDF-ba-
sed standoff format®. A project such as BEOL defines a
mapping between XML and Knora's standoff/RDF markup;
texts can then be imported from XML into standoff and ex-
ported from standoff back into identical XML*. Standoff/
RDF markup can contain links to other resources, such as
a person or a bibliographical entity mentioned in a text. The
Knora API server ensures that the target of the link exists.
Standoff links are directed statements, but can easily be
queried as incoming links to a given resource.

1 A user interface for designing these ontologies is under develop-

ment.

2 Integrated Authority File, Deutsche National Bibliothek, http://
www.dnb.de/EN/Standardisierung/GND/gnd_node.html

3 Text with Standoff Markup, http://www.knora.org/documentation/
manual/rst/knora-ontologies/knora-base.html#text-with-stand-
off-markup

4 Creating a Custom Mapping, http://www.knora.org/documenta-
tion/manual/rst/knora-api-server/api_v1/create-a-mapping.htm-
l#creating-a-custom-mapping
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Figure 1. OWL ontology for bibliographical data

We have also defined a data model for letters and edition. Figure.2 illustrates an excerpt from ontology of
their metadata such as author, recipient, date, etc., which  the whole LEOO IV project.
provides a network of the correspondence included in the
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Figure 2. Excerpt from the LEOO IV project data model
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Importing data into the BEOL platform

First, the index of persons and the bibliographical items of
LEOO IV are written in XML format, using XML schemas
that are automatically generated by the Knora API server,
based on the ontologies defined for the project. This XML
data is then validated against these schemas. After vali-
dation, the data can be imported in a single API request
(an HTTP POST request to the Knora API server).

Second, the text of the letters is imported using a si-
milar process. Although the text has been transcribed in
LaTeX, these transcriptions are first converted to XML to
ensure the homogeneity of texts from different editions,
and to make it possible to present texts as TEI/XML by
applying XSL transformations. The LaTeXML tool(Mi-
ller, 2017), with the addition of some BEOL-specific Perl
scripts, is used to convert LaTeXto XML. All references to
persons and bibliographical items within the text of the
letters are replaced with references to the corresponding
resources in BEOL, making them queryable via the Kno-
ra APIl. The XML representing the letters is then imported
using the same process as for the bibliographical data.

Future work

Since we have developed the methodology for this type
of digital edition in a generic way, we expect to be able to
integrate all the other recent volumes of Leonhard Euler's
Opera omnia, which have also been edited using LaTeX.
The older volumes in printed form should be scanned,
their text should be recognized via OCR, and their structu-
re should be defined with markup.

Most of the older volumes contain figures that are re-
produced from scanned letters. We are working on a ma-
chine learning algorithm to interpret these figures as well
as their labels, so they can be automatically redrawn as
vector graphics, see Figure. 3.

Figure 3. Original figure, detected labels, and
reconstructed figure
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Introduction

Today, users of many modern minority and historic scripts
in Unicode are not able to reliably send text electronically,
because Unicode-enabled fonts and software are not avai-
lable." In addition, some communities have access to Uni-
code fonts, but the fonts aren't used, because they do not
provide features deemed necessary, such as positioning
of characters (e.g., Egyptian Hieroglyphs [Richmond and
Glass, 2016]) or variant glyphs (e.g., Old Italic [Anderson,
2017)). Instead, images are used, which are not searcha-
ble or, alternatively, "hacked" fonts are employed, which re-
quire each person to have the same, non-standard font to
send text. Keyboards or other input mechanisms are also
not available for many of these same scripts. As a result,
the promise that Unicode will “enable people around the
world to use computers in any language” (Unicode Consor-
tium, 2018a), does not yet ring true for some communities.

This short paper will highlight font-related problems
with specific examples and will provide suggestions on
how to address them.

Problems

+  Creating a Unicode-enabled font for a language is of-
ten not a simple task, especially when the script for
the language includes combining marks (which re-
quire correct positioning), or if the script has special
rendering behavior, such as the consonant clusters
found in South Asian scripts (Evans, 2017).

+  Fontcreation is made more challenging when typogra-
phic details on the script (and language) are not avai-
lable. Since many recently approved scripts in Unicode
are not well known, information on the typography is
not readily available. Unfortunately, fine details are of-
ten not included in Unicode proposals for the scripts.

* Interaction with the user community is critical in deve-
loping a suitable font, but some communities are diffi-
cult to contact. In addition, there can be differing views
on the preferred shapes of glyphs. For a set of 51 Tamil
numbers and fractions, for example, the community
took 8 years to come to agreement on the preferred re-
presentative shapes. Specific cases will be cited, based
on the author's experience, including discussion of how
to connect user communities with font providers.

Technical Issue: Glyph Variants

+  For some script users, access to glyph variants is
important. This is true, for example, for the Old Italic

1 Especially true for scripts in Unicode versions 6.0 to 9.0 (2010 —
2016), where over 40% of the scripts have no fonts. (Unicode version
10.0 was released in June 2017, so support in fonts would not yet
be expected). The Google Noto project aims to provide fonts for all
approved scripts, but release of fonts is only up to fonts for Unicode
version 6.2, released in 2012.

Unicode block which unified several related alpha-
bets of Italy, dating from approximately the 8 until 1c
BCE. In Old ltalic, the glyph in a particular alphabet
may vary from that shown in the Unicode Standard.
The 0Id Italic block was encoded with the understan-
ding that different fonts would be used for the diffe-
rent languages and alphabets (Unicode Consortium,
2017). How should the two forms of Faliscan (above)
be handled in the same font then? How should a pan-
Old Italic font handle the different alphabets (which
use the same code points)?

This paper will describe the pros and cons of different
options available, including use of:

+  Code points in Unicode's Private Use Area (with the
caveat that these code points would not be reliable for
general interchange) (Unicode Consortium, 2018c).

* A Unicode variation sequence, when a distinction
needs to be captured in plain-text (Unicode Consor-
tium, 2018d).

+  AnOpenType font feature, such as character variants,
stylistic alternates, stylistic sets, or localized forms
(Microsoft Typography, 2018).

+ Language-specific fonts (i.e., Faliscan1 and Falis-
can2 fonts for the two forms above).

Suggested Solutions

« Incorporate font creation as a part of the overall script
encoding effort, such as: including a font item in the
budget to pay for a font designer to develop a font;
provide information on how to create a font for users;
fund a font-creation workshop within the community.

«  Encourage user communities to submit a list of the
basic repertoire of characters and auxiliary charac-
ters to the Common Locale Data Repository (Unicode
Consortium, 2018b), since this information is used
for by font and software developers worldwide. In ad-
dition, provide information on the shapes of the nee-
ded letters and variants, citing reference works (i.e., a
book or website) on a publicly accessible webpage.

«  For handling glyph variants, short-term and long-ter-
ms approaches should be considered:

« If a given variant is deemed by users to be ne-
cessary in plain-text, submit a Unicode proposal

« If OpenType features are used in a font, lobby
software vendors to provide better support for
the features in applications (as support for some
features is still spotty [4])

*  For the short-term, PUA or separate fonts may
be necessary.

For font designers:

+ Use language tags from 1SO 639 (SIL Internatio-
nal, 2017), BCP 47 (Phillips and Davis, 2009), and
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OpenType language/script tags (Microsoft Typogra-
phy, 2017a; Microsoft Typography, 2017b) in the font
internals. If a language (or script) is missing a tag,
a new tag should be registered. According to Rooz-
beh Pournader, an expert at implementation of fonts,
these tags are the way the fonts communicate with
other software today.

+  Encourage users to review the glyphs in alpha ver-
sions of any forthcoming or any released Noto fonts,
and submit comments to the Noto project (Google.
com, n.d.).

Conclusion

Access to a Unicode font is critical for users of les-
ser-used scripts, in order to participate more fully in the
digital world. Unicode fonts make the user's text inter-
changeable, discoverable, and able to be preserved for the
long-term in a stable format. Recognition of font-related
issues is a small step towards addressing the problem.
Input from the audience will be encouraged in order to
identify other potential approaches.
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Code and codework share many properties with text and
writing, and code can be seen as an argument, corres-
ponding to Galey and Ruecker's (2010) understanding of
the epistemological status of graphical user interfaces
as argument. From an epistemic point of view, the prac-
tice of a programmer is no different from the practice of
a scholar when it comes to writing (Van Zundert, 2016).
Both are creating theories about existing epistemic objects
(e.g. text and material artifacts, or data) by developing new
epistemic objects (e.g. journal articles and critical editions,
or code) to formulate and support these theories. Howe-
ver, as expressions of a techné whose inner workings are
opaque to most humanities scholars, code and codework
are all too often treated as an invisible hand, influencing
humanities research in ways that are not transparent. The
software used in research is treated as a black box in the
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sense of information science—expected to produce a cer-
tain output given a certain input—but at the same time of-
ten mistrusted precisely for this lack of transparency.

The digital humanities (DH) does not generally enga-
ge with the code and coding parts of programming in an
explicit and critical manner, which is necessary for ope-
ning up black boxes of code. The invisibility and un-cri-
tiqued use of code means that the scholarly quality and
contribution of codework goes both uncredited and un-
accounted for. Black-boxing the code results in neglect
of its epistemological contributions and imperils one of
the key components of knowledge production in the DH.
Much more insight into code and codework in the huma-
nities is needed, including how coders approach their tas-
ks, what decisions go into its production, and how code
interacts with its environment.

The purpose of this paper is to provide some of those
insights in the form of an ethnography of codework, whe-
rein we observe the decisions that programmers make
and how they understand their own activities. Our study
follows in the footsteps of ethnographies of technos-
cientific practice (see: Forsythe, 2001; Coleman, 2013),
Critical Code Studies (see: Marino, 2014), and reflections
on coding and tool development in the DH (see: Schreib-
man and Hanlon, 2010; Ramsey and Rockwell, 2012).
The study does not aspire to be representative of the DH
coding practice, but to initiate a debate about some still
overlooked elements of that practice.

This exploration applies Latour's (1998) first rule of
method to the context of narrative creation through co-
dework, looking at the practices, dilemmas, and decisions
of programmers. To do that, we use analytical autoethno-
graphy (cf. Anderson, 2006), combined with collaborative
ethnography (cf. Lassiter, 2005). In our methodological
design, the team ethnographer first formulated a set of
ten questions aimed at generating reflexive accounts and
examples of DH coding in the making. Each of the team
DH programmers then individually answered the ques-
tions in a written form, providing elaborate, semi-formal
accounts of his or her DH programming practice. Thus
generated written accounts became the basis for a series
of team discussion, both written and oral, which eventua-
lly formed the results of this contribution. This methodo-
logical design enabled us to return from the final outputs
of DH coding to scholarly uncertainties and resolutions
that preceded them. Through such reconstruction, we
were able to document some of the key phases in episte-
mological construction of coding artifacts, and to identify
methodologically significant moments in stabilization of
those artifacts. In other words, we relied on the experien-
ces of scholars proficient in both humanities research and
coding seeking to make explicit what DH coders themsel-
ves know, maybe tacitly, about why and how they code.

We have grouped our observations into the catego-
ries known as the five canons of rhetoric, proposed in
Cicero's De Inventione. Although originally developed for
public speaking, these canons have proven to be equally

potent heuristic in analyzing written and, more recently,
digital discourse (Gurak and Antonijevic, 2009). Our con-
tribution sought to extend this heuristic to the analysis
of coding as argumentation, not in an attempt to fit co-
dework and its elements into a pre-defined ontology, nor
to suggest that it fully conforms or matches classical rhe-
toric. Rather, it was a way of presenting our experiences
and claims in a form that we expected to facilitate inter-
pretation by scholars well versed in text production but
likely less so in codework.

Our study showed that codework reflects humanistic
discovery (inventio) in that humanities- specific research
questions drive coding, and tasks specific to the huma-
nities research motivate software development. Similarly,
crafting and organizing code resonates with development
and arrangement of a scholarly argument (dispositio)—a
programmer writes lines of code and makes many de-
cisions on how to arrange these pieces into larger, me-
aningful constructs that influence the epistemological
and methodological structure of research. Our study also
illustrated that, like any humanities scholar, an author of
software has her own style (elocutio) in the aesthetics of
code and in her way of working to create code, and this
style develops through both individual and norms of co-
ding communities. We also showed that, parallel to books
or libraries, code and codework serve as memory sys-
tems (memoria) that embed theoretical concepts in order
to augment research methodology and create new theory,
where code can be regarded as a performative application
or explanation of theory. Finally, our ethnography illustra-
ted how codework actio compares to the publication and
reception of the software, where DH programming is still
not recognized as a locus of humanities expertise, and it
is hard for humanities programmers to have their code
academically evaluated as digital output.

The insights of our study demonstrate that both code
as an epistemic object and coding as an epistemic prac-
tice increasingly shape research in the humanities and
must be given a proper theoretical and methodological
recognition in the DH, with both the consequences and
the rewards that such a recognition bears. Therefore, a
strategy for making code and codework visible, unders-
tandable, trustworthy and reputable within humanities
scholarship is needed. Such a strategy should be com-
prehensive, both in the sense of accounting for the sour-
ce code and the executed result of software. While we
agree with Ramsay and Rockwell (2012) that providing
source code is not sufficient for understanding the un-
derlying theoretical assumptions, we disagree in viewing
the “"dependence on discourse” as a feature that relativi-
ses epistemic and communicative capacities of code and
codework. We argue in contrast that interdependence of
code and text should be embraced as a means of ack-
nowledging their distinctive yet corresponding methods
of knowledge production and communication. Just as
code enhances text making it amenable to methodologi-
cal and epistemological approaches of DH, text enhances
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code making it more visible and intelligible for the huma-
nities community. Evaluating code and DH programming
in a disengaged way would thus be similar to the literary
criticism enacted on a novel without reading it. Yet cu-
rrently it is practice to “criticize” software and code based
only on a journal article that derived from it. As much as
possible, coders should support the involved evaluation
of code as opposed to its disengaged criticism. We belie-
ve that theoretical discussions of codework should beco-
me an established trajectory in the humanities, along with
the development of methods for documenting, analyzing,
and evaluating code and codework.

One important element of that strategy is understan-
ding codework as necessarily shaped by its social con-
text, which influences the attitude and perception that
both coders and other scholars hold towards their work.
Too often, DH programmers are treated as service instead
of research focused scholars, which results in a number
of negative consequences. A necessary step in the direc-
tion of a real change in how codework is received into the
humanities is recognition and reward for peer-reviewed
digital outputs, including code, as research outputs (cf.
Nowviskie, 2011; Presner, 2012; American Historical As-
sociation, 2015). A precondition for this is to start grass-
roots procedures for peer review of code (Fitzpatrick,
2011), and to regard the code as alternative expressions
of research or epistemologies with equal research value
and validity instead of subordinating code and codework
to ‘humanities proper’ (cf. Burgess and Hamming, 2011
and Ramsay and Rockwell, 2012). There is a need for peer
review and critical examination of actual code, which is
hardly even present in DH (Zundert and Haentjens Dekker,
2017). Also, open publishing of code in verifiable ways
can be easily facilitated through existing public code re-
positories or institutionally-run versions of the same re-
positories, but it is not common practice throughout the
humanities to publish code. Finally, reflexive accounts on
(digital) humanities codework and ethnographic studies
of actual work can help us understand how code and co-
dework are changing the humanities (Borgman, 2009). We
believe that an important step in illuminating the process
and results of DH programmers' codework is to develop
and explicate reflexive insights into its key epistemologi-
cal, methodological, and technical aspects. Explaining, for
instance, what kind of research questions give impetus to
one's codework and how new research insights co-evolve
during code development can help both DH programmers
and their traditionally trained colleagues recognize the
important epistemological connections between huma-
nistic theory and scholarly programming.
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Las manifestaciones afrolatinoamericanas y sus cone-
xiones con el mundo digital han comenzado a generar
un creciente interés en diversos campos de estudio: las
humanidades digitales, los estudios culturales, literarios
y antropoldgicos entre otros. A pesar del interés, el estu-
dio de tal interseccion se encuentra en una etapa inicial
debido a factores como a) las limitaciones de acceso a
herramientas digitales por parte de algunos agentes y
comunidades identificadas y auto-identificadas como
afrolatinoamericanas/afrolatinas; b) limitaciones en la
consecucion de derechos de autor de algunas piezas y
manifestaciones cuya distribucién e intercambio digital
se hace mas dificil; y c) falta de innovacién en la forma
de clasificar piezas y manifestaciones que, en muchos
casos, no coinciden con la tradicién letrada que subyace
al proceso de archivo ya sea digital o no. Tales limitacio-
nes han hecho mas dificil la consolidacién de propues-
tas analiticas que, desde las humanidades digitales, den
cuenta del estado y evolucién de las culturas afrolatinoa-
mericanas, asi como de sus aportes a nivel de conoci-
miento en espacios locales, regionales y globales.
Algunas formas de revertir dichas limitaciones ha
sido el desarrollo de iniciativas y colecciones digitales por
parte las mismas comunidades afrolatinoamericanas en
cooperacion con entidades académicas, agencias multila-
terales, gubernamentales, intergubernamentales y no gu-
bernamentales. Tales iniciativas muestran la diversidad de
manifestaciones generadas desde dichas comunidades;
manifestaciones que son fundamentales para su identifi-
cacion, visibilizacién y, sobre todo, consideracion dentro de
un modelo de justicia social que, como el contemporaneo,

se centra en el reconocimiento de los derechos humanos.
Asimismo, dichas adaptaciones tecnoldgicas se convier-
ten en una forma de lo que Steve E. Jones determina como
‘eversion” (Jones, 2016) o la consolidacion de unas reali-
dades hibridas entre lo digital, lo analogo y lo performatico.
Algunos de los proyectos mas importantes en este ambito
son, entre otros, Digital Portobelo, Mueseu Afro Digital Rio
de Janeiro o Proyecto Afrolatin@, a partir de los cuales se
hacen evidentes diversas formas de ser afrolatinoamerica-
no, asi como diversas formas de representacion y expresion
de sujetos cuya identificaciéon intersecta varios espacios
discursivos, politicos y de accién. Algunos de los puntos
positivos de dichas plataformas y colecciones es que a) son
espacios en constante construccion —actuales y constante-
mente actualizados- y b) permiten ver procesos de acceso,
creatividad, justicia simbdlico-social que las comunidades
estan persiguiendo y han perseguido por largo tiempo. Sin
embargo, el caracter de construccion constante de dichas
plataformas es, al mismo tiempo, un aspecto negativo dado
que el flujo de informacién se convierte en un desafio para
unas humanidades digitales cuyo modelo se ha centrado en
la digitalizacién y andlisis de informacién canodnica, Unica,
extraordinaria (Manovich, 2016). Las plataformas genera-
das por parte de esas comunidades afrolatinoamericanas,
por el contrario, registran el flujo de la cultura en el presente
que no ha sido propiamente abordado por las humanidades
ya sean analogas o digitales. En el caso de la interseccién
entre estudios afrolatinoamericanos y estudios digitales, el
proceso de andlisis ha estado mucho mas rezagado no solo
por la falta de bases de datos o de construccion de archivos
digitales, sino por la falta de interés y apoyo para construir-
los y, a partir de alli, desarrollar metodologias innovadoras
de analisis (Gomez, 2011).

De acuerdo con el panorama descrito, esta presen-
tacién corta dara cuenta del proceso de investigacion e
implementacion metodoldgica llevado a cabo a partir de
Manuel Zapata Olivella Collections, una coleccién digital
desarrollada por la biblioteca de la Universidad de Vander-
bilt. Manuel Zapata Olivella fue uno de los escritores y acti-
vistas afrolatinoamericanos mas importantes del siglo XX,
cuya obra y pensamiento han influido al movimiento afro-
latinoamericano contemporaneo. Sus cartas, manuscritos
y documentacién personal como escritor, artista y activista
habian quedado en un archivo personal manejado por su
familia. Sélo hasta el 2008 la Universidad de Vanderbilt ad-
quirié el fondo y desarroll6 una coleccion digital en el cual
se hacen visibles varios de sus documentos y proyectos
tanto etnoldgicos como antropoldgicos. Entre los archivos
digitalizados se encuentran los documentos —cartas, pan-
fletos, memorias, comunicaciones personales, fotografias
y audios- del Primer Congreso de Cultura Negra de las
Américas, realizado en Colombia en 1978. El proyecto, lle-
vado a cabo con apoyo de la Universidad de Indianapolis,
consistié en el analisis digital de dicha documentacion y
del Congreso como uno de los nodos centrales de la accion
politica, literaria y cultural afrolatinoamericanas del siglo
XXy XXI. El proyecto buscaba a) responder preguntas tales
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como: ¢Cuales fueron las redes artisticas y textuales que
permitieron la emergencia del Congreso?, ;Cuales fueron
los discursos socio-culturales latinoamericanos con los
cuales el congreso desarrollé un didlogo y logré estable-
cer su propio conjunto de valores y codigos para explicar
lo afrolatinoamericano?, ;Cuales de los valores politicos y
estrategias estéticas creadas y adoptadas por el Congreso
devinieron patrones de accién y fueron transmitidas al mo-
vimiento afrloatinoamericano de la era digital?. Asimismo,
el proyecto buscaba b) desarrollar propuestas metodolo-
gicas digitales para comenzar a entender la complejidad
e interconexion —en tiempo y espacio- del movimiento
afrolatinoamericano. Esta ultima actividad se desarroll6 a
través de la implementacion de mapas de topicos y el uso
de plataformas digitales para visualizar la informacién de
forma inter-relacional —Vg. Scalar, Wandora, Gephi, etc.-,
considerando la diversidad de materiales en el ecosistema
informativo de la tradicién afrolatinoamericana.

La presentacion entonces mostrara los resultados de
esa investigacion a través del mapeo de textos, de agen-
tes, instituciones y sistemas de valores relacionados
para, finalmente, conectarlo con las propuestas ideoldgi-
cas fundamentales del movimiento afrolatinoamericano
surgido de la Conferencia Mundial Contra el Racismo rea-
lizada en Durban en 2001. A través de esta presentacion
se discutiran no solamente los hallazgos de la investi-
gacion en particular sino, sobre todo, las perspectiva de
unas humanidades digitales afrolatinoamericanas que,
aunque se incluyan en las discusiones regionales (Red-
HD, Humanidades digitales en Latinoamérica) intentan ir
mas alla, en busca de la conexion entre activismo e in-
vestigacion académica con un objetivo claro: la justicia
social y la descolonizacién del conocimiento.
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Introduction

Digital has transformed the way to produce, transmit and
share knowledge. The increasingly widespread diffusion of
digital methods and techniques in all the social and cultural
levels of the communities, in fact, brings an unheard demo-
cratization of knowledge and culture, making the citizen a
privileged and intelligent actor in the sustainable develo-
pment of the new smart societies which are based on the
process of digitization, digital co-creation and digital design.

The art. 2 of the UE “Council conclusions of 21 May
2014 on cultural heritage as a strategic resource for a
sustainable Europe” (2014/C 183/08) states: "Cultural
heritage consists of the resources inherited from the past
in all forms and aspects - tangible, intangible and digital
(born digital and digitized), including monuments, sites,
landscapes, skills, practices, knowledge and expressions
of human creativity, as well as collections conserved and
managed by public and private bodies such as museums,
libraries and archives. It originates from the interaction
between people and places through time and it is cons-
tantly evolving. These resources are of great value to so-
ciety from a cultural, environmental, social and economic
point of view and thus their sustainable management
constitutes a strategic choice for the 21st century”.

It is therefore inevitable to rethink digital and digitization
as social and cultural expressions of the contemporary age.
This implies the need to rethink data as cultural entities and
no longer as mere tools for simplifying administration ma-
nagement, or as extemporary surrogates for enhancing the
fruition of tangible and intangible cultural heritage.

The current process for archiving and storing data,
although they generate from the awareness of the need
to preserve them, don't solve the problem of their both
current and historical reuse, because they are still stron-
gly conditioned by the instrumental function that presides
over their production and use.

Towards a first classification of Digital Culture

This paper aims to provide a new definition of methodo-
logical and technological approach to digital and digitiza-
tion, with the goal to guarantee data stability, sustainabi-
lity, usability and reusability so as to foster their long term
preservation.

The research originates from observing that, in the
human evolution, the survival, preservation and perma-
nence over time of any entity has always been strictly
linked to its identification as cultural heritage, because of
its value of historical witness which conveys knowledge.
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For several years, authoritative scientific voices have
highlighted how long term digital preservation is the real
emergency to be faced worldwide. In 2015, Vinton Cerf
raised the alarm about the risk that the Twenty-First Cen-
tury will become for posterity the first black hole in human
evolution since the establishment of intelligent communi-
cation. The alarm resumed what was debated in the 2012
UNESCO Conference held in Vancouver with the signifi-
cant title "“The Memory of the World in the Digital Age: Di-
gitization and Preservation”.

In order to start a serious and shared process for cul-
tural identification of digital and digitization, it is therefore
essential to recognize data as cultural entities, defining a
clear and regulated position in the contemporary cultu-
ral scene. In fact, several existing digital entities could be
considered contemporary Digital Cultural Heritage (DCH),
expression of the Digital Culture of the Twenty-First Cen-
tury smart societies.

A first useful identification could come out from a
classification of digital cultural entities, which can be tra-
ced back to the following three basic categories in which
the Digital Culture could be declined:

» Digital FOR Cultural Heritage: process, methods and
techniques aimed at co-creation of digital artifacts
reproducing in their contents tangible and intangible
cultural heritage: e.g., digital objects, digital libraries, vir-
tual museums, demo-etno-anthropological databases.

* Digital AS Cultural Heritage: approach, process, me-
thods and techniques aimed at recognizing and pre-
serving both digital artifacts reproducing intangible
and tangible cultural heritage, and dematerialization
as expression of contemporary cultural facies to be
known, safeguarded, preserved and transferred in
time as witness and memory of the current Digital
Age.

* Born Digital Heritage: process, methods and tech-
niques aimed at co-creating and managing digital en-
tities that record the current activities of contemporary
communities, to be safeguarded, preserved and trans-
ferred to future generations as witness and memory of
Twenty-First Century culture and societies.

Digital Culture as identity
of contemporary age

According to the above classification, Digital Culture could
therefore be defined as implementation of integrated cultu-
ral and training approaches, processes, methods, and tech-
niques aimed at co-creating an ecosystem of aware digital
knowledge. This, in fact, will be enabled to trigger processes
for the construction of networks to safeguard, preserve, sus-
tain, transfer, reuse DCH through awareness of its identity as
historical memory of the contemporary age and, therefore,
as source of knowledge for future generations.

So, starting from the analysis and co-design of a di-
gital entity, whatever it is — one digital artifact, a digital
library, a management system for Public Administrations
or an app for Augmented Reality —, the focus on preser-
vation is primary to define it a digital cultural entity. It will
determine and regulate both the co-creation process, and
the methodological and technological approaches, sys-
tems, information, metadata schema, digital image con-
tent structures, data description, complex data set, and
their any further development and sustainability. This
approach can only exist in an ecosystem of aware digital
culture, in which digital and digitization with their proces-
ses are recognized as DCH.

In this regard, our opinion is that what differentiates
DCH from the non-cultural digital artifacts are the des-
criptive metadata for indexing digital object. Above all, it
is primary the correct proportion between:

* quantity: itis the correct ratio among exhaustiveness
of information, knowledge to be provided, number of
metadata elements and attributes necessary to re-
trieve, reuse and store it;

» quality: it is the correct ratio among choice of the in-
formative and cognitive level to be given both to each
descriptor and to set of descriptors, and the variables
of information and cognitive need of the users, accor-
ding to whether they are current or future.

Descriptive metadata as sources
of Digital Cultural Heritage

The issue is addressed with regard to the preservation
of Digital AS Cultural Heritage. The case study object of
the research is the metadata schema co-created for the
digitization project "Historical Archive of the G. Laterza
& Figli Publishing House", undertaken at the end of 2015
and today publishing in the Puglia Digital Library of the
Puglia Region.

The metadata schema used for managing and inde-
xing the digital artifacts scanned from the original docu-
ments has been co-created with reference to the Italian
national METS-SAN standard structured by the National
Archival System.

The preservation of both the process of digital
co-creation and of the digital resources themselves has
been the focus of the project. So, attention has been fo-
cused on descriptive metadata both of the project as a
whole, and of each section of the original Archive (se-
ries, sub-series, etc.), and of each one digital artifact.
The starting point was the awareness that, at the state of
the art, the images present great difficulty for long term
digital preservation. The planning and structuring of the
metadata schema has therefore been focused not only
on the needs of contemporary users, but above all on the
cognitive and informative needs of future users about our
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contemporary culture. So, metadata will be the only sour-
ces of knowledge on both the digital artifacts we produce
today, and the processes by which we co-create them.

We preferred to use “granular”" indexing, describing
each digital document with its metadata.

In structuring the metadata schema, we considered
the tag sequence as an organic structure composed of
forms entities (elements and attributes) and descriptive
information. The narrative contents have been articula-
ted hybridizing methods and techniques of archival des-
cription with cataloguing solutions, and they have been
written with stylistic criteria deduced from the storytelling
methodology, providing information on both the whole
project and the detail of each section and, inside the sec-
tions, of each partition.

In each metadata, the <header> section, after the na-
mespaces (<xImns: --->) enbeds the descriptors related to:

+  project: body responsible for the project, owner of ori-
ginal Archive, editor of digital resources;

« history of the original Archive;

« structure of the original Archive;

+ historical/biographical profile of the owner of the ori-
ginal Archive;

+  rights that regulate the use of original documents.

The <desc> section has been divided into two
sub-sections:

1.context: it enbeds the data relating to entities involved
in the ownership and management of the original do-
cuments;

2.description: it describes the consistency of the sub-
fund to which the resource described in the sub-sec-
tion <File> belongs.

The <File> section dedicated to single document
describes:

+ the original document represented in the image: sub-
ject, text abstract, creator, contributors, chronic date,
topical date, support, language;

+ the physical position of the original in the Archive;

+ the editor who creates the descriptions.

The section on rights follows, which describes:

« ownership of the digital artifact;
« accessibility and reuse of the digital artifact;
+ ownership and accessibility of the original document.

The schema closes with the technical metadata des-
cribing the different image formats in which each digital
objects relating to the respective pages of a document
have been reproduced, with their structural components.

Conclusion

Starting from the art. 2 of the UE "Council conclusions of
21 May 2014 on cultural heritage as a strategic resource
for a sustainable Europe” (2014/C 183/08), the paper focu-
ses on the need to rethink digital and digitization process
for long term digital preservation, aiming to redefine them
as the new Cultural Heritage of the contemporary era.

This new way to observe digital artifacts and their
co-creation process is the indispensable prerequisite
for co-creating aware Digital Culture and for giving due
importance to digitization and dematerialisation, whose
process, from the planning stages, need an approach fo-
cused on data preservation and, to this goal, on the deci-
sive role that the descriptive metadata play.

The case study was the digitization project of the
“Historical Archive of the Giuseppe Laterza & Figli Pu-
blishing House". In particular, the attention to preserva-
tion focused on structuring the schema of metadata and,
above all, on descriptive writing, with regard to the choice
of tags, elements and attributes, and to draft descriptive
information of each digital artefact. In fact, our opinion is
that they constitute the main source for the knowledge
of both the single digital artifact, and the full project and
its evolution, thus configuring itself as fundamental ele-
ments to validate and certify the data, guaranteeing quali-
ty, authenticity and sustainability as witness and memory
of the contemporary Digital Age, with the aim to increase
the knowledge of future generations about Twenty-First
Century.
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Theatre studies is a largely under-discussed topic in di-
gital humanities research projects. It's lagging behind the
first wave of digital humanities scholarship, « focus[ing]
on large-scale digitization projects and the establishment
of technological infrastructure» (Presner, 2010). Theatre
studies remains on the fringe of a growing phenomenon:
culture analytics. In the context of big and complex da-
tasets, culture analytics «is the data-driven analysis of
culture» (IPAM, 2016). | suggest the expression «thea-
tre analytics» (Bardiot, 2017). To paraphrase the culture
analytics definition, theatre analytics is the data-driven
analysis of theatre, whether it concerns theatre history
(Caplan, 2016), drama or mise-en-scéne. To understand
what quantitative methodologies can bring to the knowle-
dge of theatre, | propose a case study of Merce Cunnin-
gham. What can we learn about Merce Cunningham, one
of the most influential choreographers of the 20th cen-
tury, thanks to theatre analytics? A leader of the Ameri-
can avant-garde throughout his seventy year career from
1938 to 2009, he establishes in 2000, in the twilight of his
career, the Merce Cunningham Trust, in order to preserve
the integrity of his work. At the same time, he decides to
dissolve the Merce Cunningham Dance Company (MCDC)
two years after his death and a legacy tour. This is an
unprecedented initiative. On one hand, it demonstrates
exceptional effort and dedication to document the works.
On the other hand, it challenges the ephemeral nature of
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performing arts : 86 out of 183 choreographies are do-
cumented with “digital Dance Capsules” "so that it may
be performed in perpetuity”(Dance Capsules, n.d.). By
the way, two groups of works are defined: the canon (key
works with extensive documentation in order to perform
them again and again); the auxiliary (minor works with no
documentation available to the public and de facto im-
possible to replay).

The data was collected from the Merce Cunningham
Trust website. It concerns theatre production and cast,
Dances Capsules documentation and the history of the
MCDC. The dataset contains 183 works from 1938 to
2009 (including 86 Dance Capsules) and 347 people. We
can identify three main data categories: people, works
and documentation. What can we infer from beyond the
data about the MCDC history, Cunningham's aesthetics
and documentation strategies?

Measuring means measuring instruments. | used
various and complementary tools in order to vary the
approaches and analysis of the same dataset : Gephi for
network analysis; Palladio for geographic and temporal
representation; spreadsheet (Excel, Open Office, Datama-
tic) for statistics analysis. This paper will present the first
results of this research, part of it conducted with students
during a graduate «introduction to digital humanities»
course. Statistical diagrams show three different periods
of Cunningham's work; a stylistic signature with a pre-
ference for pieces that are 30 minutes long, and for soli,
sextets and works with 13 to 15 dancers; a general trend
towards more dancers and more length; the special place
of soli in order to articulate the canon and the auxiliary;
the organization of documents in the Dance Capsules.
Network analysis let me define two different ways of co-
llaboration, the «star» and the «spiral», and raises awa-
reness on pivotal dancers. Geographic representation hi-
ghlights relations between Europe and the United States.

In a wider historical perspective, it would be interes-
ting to compare these preliminary results with other da-
tasets. One example : two patterns have been identified in
the Cunningham collaborations network : the star (figu-
re 1), with discontinuous, centralized collaborations and
groups separated from each other; the spiral (figure 2),
with continuous, collective collaborations and one group
growing organically. The change from the star to the spi-
ral takes place when the company is created. Do these
patterns characterize other choreographers and directors
careers ? Is the creation of the company the main factor
causing the evolution from the first pattern towards the
second one ? While a well-worn issue — we do know that
the creation of a company plays a crucial role in a career
— the fact remains that “theatre analytics” let us visuali-
ze the patterns this break constitutes (or maybe not) and
define different ways of collaborations.

Figure 1 : Merce Cunningham's collaborations network
before 1954. The star pattern.
Pink, dancers; orange, composers ; green, stage
designers ; blue, choreographer.

Figure 2 : Merce Cunningham's collaborations network
after 1954. The spiral pattern.

¢ 338 ¢



References

Dance Capsules - Merce Cunningham Trust https://mer-
cecunningham.org/film-media/dance-capsules/
(accessed 29 May 2018).

Merce Cunningham Dance Capsules http://dancecap-
sules.merce.broadleafclients.com/about.cfm (ac-
cessed 29 May 2018).

Bardiot, C. (2017). Arts de la scéne et culture analytics.
(Ed.) Galleron, I. Revue d'historiographie du Théadre.
Etudes théatrales et humanités numériques(4): 11—
20.

Caplan, D. (2016). Reassessing Obscurity: The Case for
Big Data in Theatre History. Theatre Journal, 68(4):
555-73.

Tangherlini, T. R. (ed). (2016). Culture Analytics : White
Papers. http://www.ipam.ucla.edu/wp-content/up-
loads/2016/09/Culture_Analytics_WhitePapers.pdf.

Presner, T. (2010). Digital Humanities 2.0: a report on

knowledge. Connexions Project.
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The question of when "digital humanities" will drop the
“digital” modifier and become "humanities" has special
resonance for adjunct instructors. Digital humanities se-
nior scholars might bridge the gap between tenured wor-
king conditions and adjunct working condition when craf-
ting field infrastructures: not just because adjuncts merit
both employment protections and what | call “microbe-
nefactions” (more on that below), but because adjuncts
are the invisible mass of humanities faculty buttressing
every kind of institution, from community college to elite
research-1 university. Adjuncts shoulder the humanities
enterprise, teaching the general education classes that
free researchers to pursue critical questions that advance
the field.

This talk examines the infrastructural causes of DH
adjunct invisibility and proposes two remedies: to moti-
vate DH adjunct self-identification by convening DH ad-
junct-specific prizes and bursaries; and to invite senior DH
faculty to perform “microbenefactions” that cost little effort
and give adjuncts access to prize-worthy work opportuni-
ties or other benefits, such as renewable funding.

When “digital” humanities becomes just humanities,
what's to stop "adjunctification” from converting DH te-
nure lines into part-time or other tenure-ineligible work,
as has happened pervasively in other sub-specialties?
In 2012, Stephen Ramsay problematized DH as “the hot
thing." It's a skepticism shared by many in the field, in-

cluding panelists of the DH 2017 Conference panel "Cha-
llenges for New Infrastructures and Paradigms in DH Cu-
rricular Program Development,” which openly wondered
whether graduate students were well served by DH cer-
tificate programs.’ Miriam Posner notes that DH's "sexi-
ness" today obscures the "widespread understaffing” of
many DH initiatives"? This is an analog to adjunctifica-
tion, the “shortsighted” boom/bust cycles of “soft” mo-
ney quickly depleted which then require maintenance
with a precarious budget. Amy Earhart has documented
the unsustainability of early DH passion projects, websi-
tes whose hand-built archives rusticate when the faculty
author retires or moves institutions.® Startups are sexy,
but maintenance is not. When today's senior DH faculty
retire in ten or twenty years, what infrastructures of care
will be in place to stop those vacated tenure lines from
being converted to part-time positions? The gender poli-
tics of “sexy," "hot" DH cast a pall over the field when one
factors in that the majority of adjuncts are women. "As a
woman of color,” Liana M. Silva wonders, "l am especially
interested to know what the women in contingent ranks
look like. According to the Education Department's 2009
report, 51.6 percent of contingent faculty are women. The
same report says 81.9 percent of contingent faculty are
white. To what extent is contingent labor a problem for
white women? Or, from another angle, to what extent is
this a white labor issue, where class is meant to trump ra-
ce?" These questions about race, gender and contingent
labor are digital humanities questions.

Awarding DH Adjuncts

In its mentoring, promotion, and awards structures, the
humanities professoriate is legacy-bound, oriented to a
tenure system that pertains to only one quarter of people
working in the field.® If, as James F. English contends in

1 See the DH 2017 panel abstract here: https://dh2017.adho.org/
abstracts/176/176.pdf. Ryan Cordell pointedly observes in publis-
hed version of his DH 2017 talk that “completing the hours required
for our robust [DH graduate] certificate program requires students to
decide their path almost immediately upon admission, and the deci-
sion to pursue the certificate dictates very particular routes through
the larger Ph.D. program.” See Cordell's “Abundance and Usurpation
While Building a DH Curriculum" posted to his blog: http://ryancor-
dell.org/research/abundance/

2 Miriam Posner, “Money and Time," http://miriamposner.com/blog/
money-and-time/

3 Earhart, Traces of the Old, Uses of the New.

4 Liana M. Silva: https://chroniclevitae.com/news/1017-how-ma-
ny-women-are-adjuncts-out-there; National Center for Education
Statistics 2009 report to which Silva refers: https://nces.ed.gov/
pubs2011/2011150.pdf See also: “Women as Contingent Faculty:
The Glass Wall," published by the American Association of Univer-
sity Professors http://archive.aacu.org/ocww/volume37_3/feature.
cfm?section=1 and New Faculty Majority's "Women and Contingen-
cy" project: http://www.newfacultymajority.info/women-and-con-
tingency-project/

5 “Adjunctification” is well documented by adjunct advocacy orga-
nization like New Faculty Majority and Adjunct Nation; professio-
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The Economy of Prestige, the key indicator of any con-
temporary cultural phenomenon entering the mainstream
is the creation of a prize (2), then perhaps it is time for di-
gital humanists to create criteria of DH excellence speci-
fic to DH adjunct working conditions because adjuncting
is the instructional mainstream. Doing so would motivate
adjunct DHers to identify their work as DH and contribute
recognizably toward DH research and pedagogy field de-
velopment. Lack of access to an adjunct-specific DH pri-
ze reinforces adjunct invisibility, making it highly unlikely
that even very good research will attain the recognition
necessary to vault the scholar out of adjuncting. Most
of the seven DH adjuncts | interviewed don't necessarily
identify themselves as “digital humanists” because they
are not hired specifically to teach DH, though their me-
thods are consistent with DH pedagogy practices.® “Im-
poster syndrome" is intensified by employment insecurity
and DH definitional heterogeneity.”

How to give adjuncts access to prize-worthy work
opportunities? Senior scholars are key. In my talk, | will
discuss microbenefactions senior scholars gave me
when | adjuncted (2011-2014). Those invitations gave me
access to nationally-visible projects and let me train my-
self in techniques that are now a core part of my tenure
track job.

“Microbenefactions” is a term | invented to signify
the opposite of microaggressions. They are small ac-
tions that shift the balance of power, the order of opera-
tions, that give adjuncts access to prestige or informa-
tion otherwise inaccessible to them. Note that | use the
singular here: "an" adjunct. These acts of inclusion are
do-able as a one-off or in the course of a given term, not
the Herculean efforts of adjunct advocates such as New
Faculty Majority President Maria Maisto, Adjunct Nation,

nal groups such the AAUP and the Modern Language Association
(2014); intra-university studies such as George Mason's, which sur-
veyed 240 GMU adjuncts and "has been hailed as the most com-
prehensive study of a university's contingent faculty working con-
ditions to date" (2014); trade journals like Inside Higher Education
and The Chronicle of Higher Education; and the popular press. | am
struck by The Atlantic Monthly's occasional series (2013-present)
that features titles like “There's No Excuse for How Universities Treat
Adjuncts” and "The Cost of an Adjunct.” See also Kathi Inman Berens
and Laura E. Sanders, "DH and Adjuncts: Putting the Human Back in
the Humanities."

6 A note about method. My university's Human Subjects Research
Review Committee determined an IRB was not required for me to
conduct informational interviews with adjuncts. | used a common
set of questions with each adjunct. The conversations veered to the
specifics of their own particular cases.

7 The authors of the "Alternate Histories of DH" panel note in their
abstract: "Matthew Kirschenbaum's identification of the digital
humanities in 2014 as a 'discursive construction' that ignores the
‘actually existing projects' of the field set the stage for scholars to
rethink how the digital humanities conceptualizes its work and its
history (‘What Is' 48). More recently, in the introduction to Debates in
the Digital Humanities 2016, Matthew Gold and Lauren Klein use the
scholarship of Rosalind Krauss who, in 1979, described art history
as emerging as ‘only one term on the periphery of a field in which
there are other, differently structured possibilities.”

and the PrecariCorps collective who publish PrecariTales,
300-500 word anonymously authored adjunct stories.?

Unlike state-mandated employment protections, mi-
crobenefactions are individual and hyperlocal. They layer
adjuncting's transactional dyad with the more branching,
collegial conceptualization of value typical of tenu-
re-track employment. This is human-centered DH infras-
tructure. We acknowledge that humans are not widgets,
and that DH teaching is not a dissemination of knowle-
dge. The medium is the message. If the medium is ad-
juncting, then the message our students imbibe is that
learning is transactional. Microbenefactions disrupt neo-
liberal infrastructure that shrinks learning and collegiality
to transactions.

What is a microbenefaction? It's action by a tenured
or tenure-track scholar who

« writes funding for adjunct salary into grant proposals

+ advises and mentors adjuncts

+ seeks input from adjuncts about student-centered
pedagogy

« aids adjuncts in finding university resources or paid
extra work

« invites adjuncts to meetings

« co-authors with adjuncts

+ doesn't eliminate adjunct applications when deciding
awards and honors

« authorizes support for adjunct professional develop-
ment, such as conference travel

+ pays to license adjunct-authored course materials
after the adjunct leaves the institution

«  writes letters of recommendation for adjuncts

Microbenefactions enact DH's ethical ambit, which
the Global Outlook::Digital Humanities special interest
group articulates as a recognition “that excellent work
is being done around the world,” even in elite first-world
institutions that rely on adjunct labor but largely eliminate
that labor from tenure and promotion consideration.
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Resumo: Esta pesquisa, desenvolvida com alunos do 3° ao
5° ano do Ensino Fundamental brasileiro, tem como ob-
jetivo analisar a importancia da renovagao dos recursos
pedagdgicos no contexto educacional, da sociedade con-
temporanea, e refletir sobre as possibilidades e potencia-
lidades destes recursos no processo de repensar o papel
da escola nesta cultura digital, para assim atender as ne-
cessidades educacionais e favorecer o dialogo educativo.

Introducao

Atualmente, em nossa sociedade, as Tecnologias Digitais
de Informacao e Comunicagao, associadas a internet, tém
proporcionado mudangas constantes na circulagao dos
saberes, na producao e apropriagao dos conhecimentos,
passando a informacgao a ser o bem de maior valor social,
e como ja apontado por Pérez Goméz (2015:15), nesta era
“a atividade principal dos seres humanos tem a ver com
a aquisi¢ao, o processamento, a andlise, a recriagao e a
comunicacao da informacgao”. As constantes inovacoes
tecnoldgicas, desta cultura digital, vém influenciando e
interferindo nas relagdes interpessoais, despertando no-
vas formas de gerenciar socialmente o conhecimento, de
ensinar e aprender.

Nesta perspectiva, podemos destacar duas situagoes
recorrentes no contexto educacional desta sociedade: 1)
os recursos pedagdgicos oferecidos nas escolas muitas
vezes nao levam em conta o uso potencial das novas mi-
dias pelos alunos, ignorando todas as experiéncias co-
tidianas que eles desenvolvem e adquirem com essas
novas tecnologias; 2) muitas vezes a escola dispde de
inUmeros recursos tecnoldgicos (midiaticos) de ultima
geragao, mas estes sao subutilizados, sem que o educa-
dor os inclua em seu planejamento, seja por desconheci-
mento, seja por nao acreditar que fara qualquer diferenga
ao aluno. Assim, se faz necessario pensarmos em elos
que favorecam esta aproximagao.

Uma proposta para fomentar um maior didlogo edu-
cativo, conforme a presente pesquisa — realizada em uma
escola de Ensino Fundamental onde atuo como Coorde-
nadora Pedagdgica —, da-se através da compreensao
do uso e da defini¢ao dos recursos pedagdgicos no pro-
cesso de ensino e aprendizagem, considerando que es-
tes precisam ser constantemente reavaliados, de forma
a beneficiar principalmente a transposigao didatica dos
saberes, acreditando, assim, que o caminho para a cons-
trugao de um novo pensar e de um novo fazer se edifica
no questionamento, na pesquisa, no revisitar e analisar
os modelos existentes para entao propor novos indicati-
vos. Para exemplificar, apontamos que o uso da internet,
dos sites e dos aplicativos, através dos computadores,
dos tablets e dos celulares, utilizados como recursos
pedagdgicos, podem proporcionar novas praticas para
aproximar o conteudo didatico com a praxis da sala de
aula, estabelecendo uma conexao concreta com a cultura
cotidiana do aluno.

Recursos Pedagogicos na era digital

Dentro de todo este entrelagar de mudangas advindas
das novas tecnologias, é notério que a informacao esta
a disposi¢ao em qualquer momento, a todo tempo, nos
mais diversos locais; as tecnologias de comunicagao
trazem consigo esta potencialidade, fendmeno intitulado
“ubiquidade" (Santaella, 2013); as potencialidades da co-
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municacao, principalmente com os dispositivos méveis e
digitais, sao inumeras.

As novas gerag0es ja nascem imersas nesse contex-
to da cultura digital. Desde muito cedo os sujeitos intera-
gem com as mais diversas tecnologias de informacao e
comunicacao e o mundo do ciberespago ja é parte cons-
tituinte do seu cotidiano. Assim, se adaptam a ele muito
rapidamente e trafegam por entre essas novidades tec-
nolégicas com desenvoltura e habilidade. Diante desta
realidade, precisamos refletir, analisar e repensar o papel
da escola e do ensino de modo que compreenda o con-
texto da sociedade atual.

Rivoltella (2007, apud Didoné, 2007), propde que
a midia pode e deve permear os processos de ensino e
aprendizagem, como acontece com a escrita, destacando
que o papel assumido pelo professor que usa as novas
tecnologias midiaticas nao se limita a falar, mas sim, a di-
recionar o uso dos meios de comunicacao pelos alunos.

A partir destas reflexdes, podemos destacar que
no atual contexto educacional nos encontramos diante
de “escolas analdgicas e cabegas digitais” (Petarnella,
2008), sendo pertinente e necessario trazer o mundo vi-
vencial do aluno — tecnolégico e midiatico desta cultura
que ja faz parte do nosso cotidiano, para o ambiente es-
colar, e assim favorecer um verdadeiro didlogo educativo
em que todos se beneficiem.

Recursos Pedagogicos: caminho
para o dialogo educativo

Acreditando nas potencialidades dos recursos pedagogi-
cos e na contribuicao destes para aproximar e envolver
o aluno no processo de ensino e aprendizagem, ponde-
ramos também a importancia destes como elementos
que fazem parte da cultura do homem, que o colocam em
contato com o seu tempo, com a sua historicidade.

Ao considerarmos que os recursos pedagogicos
comportam em si a missao e o potencial, de se bem uti-
lizados, de aproximar o aprendiz da sua aprendizagem,
possibilitando maior entendimento na relagao com o cu-
rriculo pedagdgico, mais interacao na relagao dos sujeitos
envolvidos neste processo educacional, compreendemos
que eles abrem para uma nova linguagem do aprender. De
acordo com Eiterer e Medeiros (2010: 1), definimos como
recursos pedagdgicos "o entendimento daqueles lugares,
profissionais, processos e materiais que visem assegurar
a adaptacao reciproca dos contelidos a serem conhecidos
aos individuos que buscam conhecer”, e atendendo o im-
portante papel que estes ocupam e desempenham no uni-
verso pedagdgico, ainda compete destacar que sua abran-
géncia esta além da materialidade dos recursos em si.

Atualmente estamos diante de outro pensar pe-
dagdgico, que leva em consideracdo a importancia da
transposi¢ao didatica nas relagdes de aprendizagem,
nas relagoes entre aluno, professor, conhecimentos
cientificos, curriculo, escola, pratica pedagogica e re-

cursos pedagdgicos, e Almeida (2011: 11), enfatiza que
"as nossas discussoes acerca da transposicao didatica
tém de ser entendidas dentro de uma concepgao multi-
forme e ininterrupta”. Pois, se é ao fazer pedagdgico que
compete tornar esta cultura transmissivel e assimilavel,
ainda de acordo com o autor (Almeida, 2011), de algum
modo é necessario transcender as diferengas e, através
da interdisciplinaridade, rompermos com uma técnica
homogeneizadora e homogeneizante de curriculo, que
engessa os conhecimentos, e que nao compreende o va-
lor da contextualizagao na pratica educativa. Faz-se ne-
cessario pesarmos o fazer pedagdgico através da pratica
reflexiva, e conforme Perrenoud (2002: 65), “a pratica re-
flexiva é uma relagdo com o mundo: ativa, critica e aut6-
noma. Por isso, depende mais da postura do que de uma
estrita competéncia metodoldgica”. Nesse sentido, dian-
te de todo o contexto apresentado sobre as condigoes
da escola contemporanea e do aluno nesta sociedade da
informagao - da cultura digital, esta pesquisa, prima por
investigar as possibilidades do uso de recursos pedag6-
gicos e tecnoldgicos digitais (tablets, celulares, internet,
sites, aplicativos), promover o didlogo educacional entre
professor e aluno bem como favorecer a transposi¢ao
didatica, estimular no aluno o habito da pesquisa e tor-
nar mais significativo ao aprendiz o processo de ensino
e aprendizagem, e analisar se estes recursos podem pro-
porcionar uma nova relagao no diadlogo entre curriculo,
metodologia, professor e aluno.
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On September 20, 2017, Hurricane Maria made landfall in
Puerto Rico. As the strongest hurricane to hit the island
since 1928, the storm has caused significant damage—
especially to infrastructure including roads, dams, com-
munications networks, the electrical grid and the water
supply. With much of the island still without power, and
with limited aid coming from the United States, Puerto
Rico is being left to deal with a humanitarian crisis on its
own. The slow nature of the United States' response, cou-
pled with Donald Trump's barrage of tweets, highlight the
ways in which colonial narratives are feeding into disas-
ter response efforts. For example, when San Juan Mayor
Carmen Yulin Cruz requested an increase in federal aid,
Trump replied, “Such poor leadership ability by the Mayor
of San Juan, and others in Puerto Rico, who are not able
to get their workers to help. They want everything to be
done for them when it should be a community effort” (@
realDonaldTrump). He later went on to claim that Puerto
Rico's need for aid was hurting the federal budget and to
claim that Hurricane Maria was not “a real catastrophe”
for the island (“Trump compares Puerto Rico to Katrina").
Trump's victim-blaming behavior highlights both his lack
of empathy for the citizens of Puerto Rico and the racial
prejudice that undergirds the U.S. colonial enterprise. Al-
though rarely so blatant, such behavior is not new; rather,
the United States has an ongoing legacy of racialized
disaster relief that is grounded in its colonial endeavors,
particularly in Puerto Rico.

According to El Nuevo Dia, the most widely-circu-
lated newspaper in Puerto Rico, "El huracan Maria no
superé a San Felipe Il segun un informe preliminar”, or
“Hurricane Maria did not surpass the strength of the San
Felipe Il Hurricane" (Ortega Marrero). Nevertheless, the
two storms bear striking similarities. Both hit the island
of Puerto Rico as category 5 hurricane, both crossed the
island from the southeast corner and moved through the
center of the island to the northwest corner, and both had
significant long-term effects on the island.

While coverage of the 1928 storm's devastation in
Florida is prominently displayed in novels and journalistic
reports, coverage of the damage in Puerto Rico is almost
non-existent in the mainland United States. | argue that

the vulnerabilities created by the hurricane of 1928 were
pivotal to the United States colonial agenda in Puerto
Rico, resulting in a land grab by corporations and govern-
ment entities that would impede the island's agricultural
industry and economy for decades. This is made evident
by the fact that the U.S. downplayed effects of the storm,
the U.S. implemented policies to hurt small farmers & ag-
ricultural workers, and the U.S. denied that their actions
caused economic and environmental harm to Puerto Ri-
can citizens.

To make these connections clearer and to bring the
stories of the storm's underrepresented victims back into
our cultural memory, | have launched a digital work called
the Hurricane Memorial project. This site includes my
preliminary research, visualizations of my findings, and
interviews with survivors and their family members.

As Florida and the Caribbean start to recover from
Hurricane Maria, it is important to note that those living
in economically disadvantaged communities will suffer
the greatest from the storm's damage—just as they did
in 1928. Aid quickly was rushed to Florida, while the fed-
eral government is “killing [Puerto Rico] with inefficiency”
("I Am Mad As Hell"). Such a response demonstrates the
ways in which United States' racialized response to nat-
ural disasters is deeply rooted in its colonial enterprise.
Failing to address these issues risks reinforcing harmful
colonial narratives and causing irreparable harm to com-
munities throughout the Caribbean and the world.
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Automated lemmatization, that is the retrieval of dictio-
nary headwords, is an active area of research in Latin text
analysis. Latinists have available web-based applications
like Collatinus (Ouvard and Verkerk, 2014) and LemLat
(Bozzi et al., 1992) and web services like Morpheus (Al-
mas, 2015). LatMor (Springmann, 2016) and TreeTag-
ger (Schmid, 1994) offer lemmatization as a byproduct
of their primary tasks as morphological taggers. Recent
work, to name a few developments, has seen lexicon-as-
sisted tagging and rule induction (Eger et al., 2015; cf.
Jursic, 2010) as well as neural networks (Kestemont and
De Gussem, 2017) used as strategies for improving Latin
lemmatization.

In this short paper, | describe the implementation of
the Backoff Lemmatizer (https://github.com/cltk/cltk/
blob/master/cltk/lemmatize/latin/backoff.py) for the
Classical Language Toolkit, an open-source Python pla-
tform dedicated to developing natural language proces-
sing tools for historical languages (Johnson, 2017). The
Backoff Lemmatizer is in fact not a single lemmatizer but
rather a customizable suite of sub-lemmatizers, based on
the Natural Language Toolkit's SequentialBackoffTagger.
The SequentialBackoffTagger allows the user to “chain
taggers together so that if one tagger doesn't know how
to tag a word, it can pass the word on to the next backoff
tagger"” (Perkins, 2014, 92). While the backoff process was
originally designed to handle part-of-speech tagging, and
so, a task with a limited tagset, it works well for lemmati-
zation (~90.34% accuracy compared to the 93.49% to
95.30% range reported in Eger et al., 2015).

A default class for sequential lemmatization, Backo-
ffLatinLemmatizer, is available through the CLTK “Lem-
matize" module using the following backoff sequence: 1.
a dictionary-based lemmatizer for high-frequency, inde-
clinable vocabulary; 2. a unigram-model lemmatizer ba-
sed on training data; 3. a rules-based lemmatizer based
on regular expression patterns; 4. a variation on the pre-
vious regular-expression-based lemmatizer that factors
in principal-part information; 5. another dictionary-based
lemmatizer using the Morpheus lemma dictionary; and fi-
nally 6. an identity lemmatizer that returns the token as
lemma.

Although currently available and tested only for Latin,
the Backoff Lemmatizer is in theory language agnostic,
since the sub-lemmatizers can be passed language-spe-
cific training data and models. So, for example, the Uni-
gramLemmatizer requires training data in the form of
a Python list of tuples of the form [(‘tokenT’, ‘lemma1’),

(‘token2’, ‘lemma2’), ...]. A Latin model with data in this
form based on The Ancient Greek and Latin Dependency
Treebank (Celano, Crane, and Almas, 2017) is available
in the CLTK Latin corpora, but a similar model could be
built for any language. Similarly, the RegexLemmatizer
relies on a custom dictionary of regular expression pa-
tterns extracted from Latin morphological patterns. But
again, a list of patterns could be written for any language
and worked into this sub-lemmatizer. Furthermore, the
sub-lemmatizers can be added or removed as necessary,
and can be reordered based to optimize accuracy for a gi-
ven language or language domain. Accordingly, the Bac-
koffLemmatizer is particularly well-suited to less-resour-
ced languages (Piotrowski, 2012, 85): a language without
sufficient training data could build a backoff chain that
ignores the UnigramLemmatizer and rely only on dictio-
nary- and rules-based sub-lemmatizers.

Because of its multipass combination of probabilis-
tic tagging based on existing Latin text, Latin lexical data,
and a ruleset based on Latin morphology, the Backoff
Lemmatizer can be described as following a philologi-
cal method. By this, | mean that the process reflects the
reading, decoding, and disambiguating strategies of the
modern Latin reader (McCaffrey, 2006). For example, the
process echoes the classroom process of Paul Diederich,
who describes groups of students reading together and
analyzing their text first through a combination of pre-
vious knowledge and dictionary lookups, but then "“if no
member of the group can clear up the difficulty, they re-
sort to a formal analysis of the endings" (Hampel, 2014,
95).

One limitation of the current Backoff Lemmatizer
setup is its binary sequential decision making; that is, a
token is assigned a lemma based on the first match en-
countered in the backoff chain. By way of conclusion, |
will discuss work in progress on a progressively scored
Backoff Lemmatizer, or one that returns the lemma with
the highest likelihood found after a token passes through
and is assigned a score by every sub-lemmatizer in the
chain.
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El uso de tecnologias digitales para el registro y conser-
vacion del patrimonio ha demostrado ser de gran utilidad
ya que permite contar con una documentacién exacta
que puede constituir la base para proyectos de restau-
racién, pero también de investigacion y difusién (De Reu
et al., 2013; Forte et al.,, 2015). En las ultimas dos déca-
das, el cambio climatico, la creciente inestabilidad poli-
tica y el saqueo han llevado al deterioro de numerosos
sitios arqueoldgicos mesoamericanos (Juarez Cossio,
2000; Lario Villalta, 2000; Noriega y Quintana, 2002). En
este escenario, la documentacion del patrimonio digital
y la difusion de datos en linea se convierten en recursos
invaluables para registrar, monitorear y preservar el patri-
monio cultural maya del sur de México. (Forte et al., 2015)

La Coordinacion Nacional de Monumentos Histo-
ricos del Instituto Nacional de Antropologia e Historia
(INAH) ha implementado el Laboratorio de Imagen y Ana-
lisis Dimensional para integrar un acervo tridimensional
del patrimonio arquitectdnico, pero, en cuanto al patrimo-
nio arqueoldgico la documentacion digital se ha limitado
a edificios especificos de pocos sitios arqueoldgicos. En
la Ultima década, universidades de los Estados Unidos y
Canadienses que conducen investigaciones en la penin-
sula de Yucatan han empleado tecnologia LiDAR y otras
herramientas digitales para la documentacién de sitios
arqueoldgicos, no obstante estas iniciativas raramente
contemplan la participacion de universidades mexicanas
o estudiantes locales (Golden et al., 2016; Hare, 2014,
Hutson 2015; Hutson et al., 2016; Magnoni et al., 2016;
Reese-Taylor et al., 2016).

En 2018, gracias a una colaboracién entre la Univer-
sidad Nacional Auténoma de México y la Universidad de
la California- Merced hemos empezado los trabajos de le-
vantamiento digital en el sitio arqueoldgico de Palenque,
Chiapas, patrimonio de la UNESCO desde 1980. En parale-
lo con las actividades de excavacion en el Grupo IV, al no-
roeste del nucleo civico-ceremonial, hemos empleado un
escaner laser terrestre (TLS) y dos drones con camaras de
alta resolucién para producir mapas y modelos 3D de los
edificios y de sus espacios asociados, con una precision
al centimetro. En un lugar de la importancia de Palenque,
donde los edificios necesitan de constante mantenimien-
to, esta labor nos parece relevante y necesaria.

En cuanto al centro del asentamiento y a los edificios
monumentales con ello asociados, los vuelos con drones
permiten no solo tener un registro cuidadoso sino com-
plementar el levantamiento hecho manualmente a través
de los afos. Ademas, la fotogrametria consiente situar
los trabajos de restauracion llevados a cabo y reflexionar
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sobre la manera en que estos complementan y a la vez
modifican la percepcion de las construcciones, puestos
que dejan a la vista una sobreposicion de diferentes eta-
pas constructivas.

En acuerdo con los arquedlogos y conservadores del
INAH, se escanearon la Casa E y C del Palacio y el Templo
de las Inscripciones con énfasis en la Tumba de Pakal,
ya que a corto plazo el Instituto empezara un proyecto
de investigacién y restauracion de dichos edificios. La
documentacién producida servira para planear las exca-
vaciones en el Palacio y a la vez constituye la base para
el monitoreo de los edificios y de sus decoraciones en
piedra y estuco, y para evaluar la eficacia de las técnicas
empleadas para su conservacion.

A mediano plazo esperamos contar con un dron con
camara LiDAR para hacer prospeccion mas detallada,
perfeccionar el mapa de la ciudad y planear las excava-
ciones de acuerdo a las preguntas de investigacion de los
diferentes investigadores y estudiantes involucrados.

Estas técnicas digitales de documentacién arqueo-
Iédgica y de monitoreo del patrimonio que empezamos a
emplear en Palenque han sido adoptadas por el equipo
de UC Merced en otros proyectos. Por ejemplo, en el si-
tio patrimonio mundial de Catalhdyiik, Turquia, el regis-
tro se ha complementado de modelos predictivos para la
conservacién gracias a la comparacion de los datos 3D
(con el uso del software open source Cloud Compare) y su
implementacion en una plataforma GIS (ESRI) (Campiani,
Lercariy Lingle, 2018).

A parte de contar con el equipo para el mapeo digi-
tal, y paralelamente a la documentacion, el objetivo de
las dos instituciones es formar estudiantes gracias a la
experiencia en campo, la organizacion de talleres y el in-
tercambio de estudiantes y profesores. A través de estas
estrategias, los datos recolectados por el equipo interins-
titucional pueden ser analizados por todos los usuarios
mediante software abiertos. A la fecha se ha empezado
con la formacion de arquedlogos en la temporada 2018.

A la vez, con el programa Unity, tanto para Catalhoyiik
como para el sitio histérico de Bodie, California, en UC
Merced se han desarrollado tres apps con fines diferen-
tes: una para la simulacién de las excavaciones y la inter-
pretacion de la estratigrafia (Lercari et al., 2017), una para
los restauradores para la comparacién de los elementos
arquitectonicos y su estado de conservacion (Lingle y
Seifert, 2017) y otra app para guiar al publico en el par-
que de Bodie (Lercari et. al, 2018). Los cddigos generados
constituyen la base para los trabajos a implementar en
Palenque en cuanto a estudio y difusion.

Con fundamento en estas premisas pensamos que
nuestra colaboracién interinstitucional pueda sentar las
bases metodolégicas para el estudio y monitoreo del pa-
trimonio arqueoldgico maya, gracias a la participacion
interdisciplinaria, el intercambio y formacion de estudian-
tes y profesores, el desarrollo de nuevos métodos para el
estudio arqueoldgico, la conservacion y la difusion.

En esta ponencia breve queremos presentar los re-
sultados de la primera temporada de campo con el em-
pleo de estas tecnologias y reflexionar sobre objetivos a
futuro y buenas practicas en cuanto a documentacion,
difusion y divulgacion de conocimiento para un publico
especializado y el publico en general, para que el uso de
la tecnologia digital aplicada a la documentacion del pa-
trimonio arqueolégico maya se vuelva un puente entre
investigacion y sociedad.
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Starting in Buenos Aires with Eloisa Cartonera in 2003,
Cartonera publishers emerged as a reaction to the over
commercialization of the book industry and its ever-
growing conglomerates. With their unique hand embe-
llished covers and their peculiar aesthetics, these pu-
blishers have challenged how books and literature are
produced and distributed. Their collective manual pro-
cess is equal to the intellectual one, resulting in a more
democratic mode of production.

For thirteen years, the Cartonera Publishers Databa-
se has been documenting and preserving the diverse ini-
tiatives that stem from these grassroots projects which
use recycled cardboard as book covers. The database is
comprised of more than 1,200 entries which include Du-
blin Core metadata, scanned images of the back and front
covers, copyright pages, and title pages, and audio files
of interviews of several members of Cartonera publishing
houses. An electronic crosswalk connects these entries to
local cataloging of the Cartonera Book Collection. The au-
dio files and an online full-text book "Akademia Cartone-
ra: A primer of Latin American Cartonera Publishers" are
additionally indexed and marked using TEI. This database
is the only digital reference tool on these multi-pronged
publishing initiatives. The ultimate goal is to connect this
locally focused digital humanities project with cartonera
books held at other institutions around the world in an
interinstitutional Cartonera Catalog.

In the past year, | have been studying the possibility
of using crowd sourcing and/or folksonomies to supple-
ment the current content with the goal of providing a dee-
per understanding of the variety of contexts in which the-
se books are created while also offering a space for the
Cartonera publishers to contribute other content created
directly by them. My proposed papers addresses the da-
tabase and initial efforts to expand our work.
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Chen Duxiu (1879-1942) co-founded the Chinese Com-
munist Party in 1920, and served as its secretary general
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from 1921 to 1927. He was a prolific author and a cul-
tural rebel whose writings transformed the intellectual
and social landscape of 20" century China. Yet from 1904
to about 1919, Chen advocated Western democracy and
Social Darwinism as solutions to save China. His turn to
communism was an abrupt transition, and many histo-
rians credited this to the influence of his colleague, and
co-founder of the CCP, Li Dazhao (1888-1927). Both Li and
Chen had studied in Japan, and through their interaction
with Japanese Socialists and fellow students, became
acquainted with literature on socialism and anarchism.
Some say that Li was the theoretician who understood
Bolshevism and Marxism in depth, while Chen did not be-
come well-versed in Marxism until he founded the CCP
(Yoshihiro, 2013).

In this paper, we applied topic modeling (Blei et al.,
2012) to a select number of Chen's and Li's published
articles, in an attempt to detect the difference, if any, in
their interpretation on the subject of socialism, Marxism,
communism and Bolshevism. We integrated two well-de-
veloped statistical methodologies, the Latent Dirichlet Al-
location (LDA) and the Poisson Graphical Model (PGM),
to probe in finer detail the broad themes in the 892 pieces
of Chen's essays, correspondences, and occasional po-
etry, comprising a total of 1,347,699 Chinese characters.
Based on the word counts per topic, we then implemented
the PGM method to study the association among different
topics. The use of PGM minimizes any misleading infer-
ence caused by confounding variables, and it also leads
to a more concise structure of the network of topics.

Specifically, we chose 263 articles written by Chen
Duxiu and 53 written by Li Dazhao, containing words re-
lated to Marxism, socialism, Bolshevism, and communism
(Ren, 2018; Li,1984). (Both selections covered the length
of the men's publishing career; Chen passed way at age
63, while Li was executed at age 39). A document-term
matrix (bag-of-words data) was generated from the pre-
processed text. Next, we carefully selected a set of seed
words for each of K topics of interest. We then applied
the topic modeling method LDA to the bag-of-words data
to find the remaining mixtures of words associated with
each topic. Consequently, we could interpret each esti-
mated topic by abstracting the top ranking terms with-
in that topic. We then generated a new document-topic
matrix from the document-term matrix by calculating the
counts of those top words from the same topic. Finally,
we applied the Poisson Graphical Model to the docu-
ment-topic matrix to infer the conditional independence
between each pair of topics. The resulting graph is a net-
work visualization where each node represents a topic,
and each edge indicates the conditional dependencies
among the topics, meaning the two topics that are linked
by an edge are correlated even after adjusting for all the
other topics in the corpus.

The results yield several initial observations: Chen
used a smaller set of vocabulary words over and over
again to emphasize a point, while Li adopted a more dis-

cursive style with fewer repeats of the same word. Chen
used many more verbs (such as: “agitate,” “struggle,”
“unite," “lead," “develop,” “carry out"), thereby exhorting
his readers to action, while Li tended to use descriptive
words. Chen focused on the present by analyzing differ-
ent political groups: “Guomindang,” “warlords,"” “proletar-
iat" "bourgeoisie,” "military,” “students,” “masses” and
“imperialists.” Li painted a larger scenario by using words
such as "world,” "humanity,” “philosophy,” “phenomenon,”
“relationship,” "history” and “religion.” The general con-
clusion at this early stage of analysis is that Chen urged
his readers to put into action his plans to bring China un-
der communism, while Li tended to explain to his readers
the nature of Bolshevism and Marxism.

More interestingly, these calculations yielded “orbits”
of vocabulary for each man's important ideas. For instance,
Chen's use of the word “revolution” appeared three times in
the 8 topics that we studied. In the first sub-topic, “revolu-
tion" appeared with words such as “class,” "bourgeoisie,”
“proletariat,” “develop,” "strength,"” and “movement.” In the
second sub-topic, “revolution” again appeared alongside
“peasants,” "bourgeoisie,” “proletariat,” “lead,” “China,"
“masses,” "movement,” and "action.” In the third sub-top-
ic, "revolution” appeared with “bourgeoisie,” “proletariat,”
“struggle,” “China," "Guomindang,” "movement." Li, when
he discussed “revolution,” which appeared twice in the four
topics we studied, he often used words such as “people,”
“Russia," “movement,” “government,” "masses," “future,”
and “China."” While the general trend of these two men's
writing is clear by a casual browsing of all of these articles,
but this method of calculation demonstrates in a quantita-
tive manner the qualitative interdependence of topics, and
diagrams in an easy to read manner the network configu-
ration of the vocabulary of each man.
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In contemporary anthropology, nearly all of us work with
sound — usually oral interviews — but its quality as such is
often taken for granted. Audio files of interviews are often
quickly transcribed or qualitatively coded into text, then
analyzed and written into books. And the soundscapes
of our fieldwork sites are often taken for granted as well.
Their meanings and textures as sounds are thus erased.
The small sounds of voices and places often invoke an in-
timacy that anthropologists may attempt to render in text
through “thick description" (Geertz 1973) and hopefully
also "sincerity” (Jackson 2005), drawing from hermeneu-
tic and poetic approaches in literary studies (Clifford and
Marcus 1986, Behar and Gordon 1995).

Meanwhile, a growing body of interdisciplinary scho-
larship on sound studies foregrounds sound as “a moda-
lity of knowing and being in the world,” of creating a sense
of place or a narrative (Feld 2000). Performance studies
scholars have also provided many contributions towards
thinking about “the hegemony of textuality” (Conquer-
good 2002: 147) and, conversely, the “repertoire” of ma-
nifestations of knowledge and memory that exist outside
the written, institutionalized archive (Taylor 2003). Need-
less to say, ontologies, storytelling, memories, and pla-
ce- and identity- making are canonical topics of study in
anthropology. As Steven Feld, an anthropologist and one
of the leading theorists of sound studies, has discussed,
there are many possibilities in “doing ethnography throu-
gh sound—listening, recording, editing, and representa-
tion" that will hopefully one day be more than just “mostly
about words" (Feld and Brenneis 2004: 461, 471). Further,
as anthropologist and sound studies theorist, Roshanak
Kheshti, has argued: “considering sound through the cri-
tical genealogy of feminist or race theory forces you to
move beyond sound as an object and think of sound ins-
tead as an analytic or a hermeneutical tool for unders-
tanding inequality..." and the “social worlds" that scholars
study (Brooks and Kheshti 2011: 330).

| am interested in approaches to methods, ethics and
accessibility when working with the sounds of voices that
cross-cut anthropology — specifically sensory ethnogra-
phy, or ethnographic methods that foreground the senses
- sound studies (and sound arts), and digital humanities.
Anthropologists are not that common in the realm of di-
gital humanities. However, many of us, one could argue,
do projects that could be construed as "digital humani-
ties," that is: “digital methods of research that engage
humanities topics in their materials and/or interpret the
results of digital tools with a humanities lens" (Lexicon
of DH Workshop, The Graduate Center Digital Initiatives,
tinyurl.com/lexicondh). And the thing with DH is, once we
(scholars) start paying more acute attention to the ways
in which our research is digital this can open up new
questions and also new methods for doing what it is that
we do, in terms of both research and pedagogy. This is
particularly true, | suggest, for sound studies — given the
importance of digital tools and platforms for recording,
mixing, sharing and listening to audio.

Yet, new methods, digital tools and projects emer-
ging through DH and internet research in general open up
an array of rather new ethical and accessibility concerns
(see e.g. Barnes 2006, Markham and Buchanon 2012).
What constitutes personhood or "human subjects” on the
internet? What data is or should be “public"? When should
consent protocols be required? Can images or audio files
of people and their voices bely anonymity? Who has ac-
cess to make digital projects or to engage them, particu-
larly in relation to differences of class, ability, and langua-
ge fluency? How is the internet — its structure, its users,
its algorithms — racialized and gendered (e.g. McPherson
2012, Noble 2018)? In what ways may some DH projects
follow a practice of extraction without reciprocity? Indeed,
anthropologists wrestle a lot with that last question in
particular when extracting stories of individuals that then
advance our careers, while many DH-ers may be, e.g., web
scraping.

This short paper presentation will examine the pos-
sibilities of cross-cutting methodological approaches to
anthropology, sound studies and arts, and digital huma-
nities, specifically when recording and sharing the sounds
of peoples' as a mode of storytelling. | will focus on oral
interviews in particular. Driven by the aforementioned an-
thropological and interdisciplinary concerns, this paper
will discuss the interplays of method and theory when
cross-cutting these approaches, and issues of ethics and
accessibility when recording and sharing sound. This in-
cludes being wary of institutional compliance with Ins-
titutional Review Boards but also following a feminist
ethics beyond compliance, that, for example, foregrounds
consent as not a one-time signature but reiterated, ne-
gotiated and subject to change (see Davis and Craven
2016). | will also consider various levels of intrusiveness
and impact that the recording and sharing of the sounds
— especially the sounds of peoples' voices — may have,
and the potential roles of shared sounds within larger
networks of listeners and what their availability may fo-
reclose (e.g. Sugarman 1997, Brooks and Kheshti 2011,
Kunreuther 2014, Kheshti 2015). Lastly, | will discuss
digital modalities for sharing research with sound and
their (limited) possibilities for storytelling, specifically for
doing and sharing anthropological and other research in
a more accessible form — with the exceptions structured
by access to technology, limited hearing ability and trans-
latability across languages and contexts. | will highlight
free and open-source resources, such as sound archives
and editing and hosting technologies, as well as low-cost
Do-It-Yourself (DIY) microphones and speakers.

While websites are often great platforms for sharing
oral history projects and other sounds, | will also discuss
examples of other modalities for sharing sounds, such as
exhibits and events, as well as digital platforms for scho-
larly publishing (e.g. Manifold). | will include a brief survey
of various free online platforms that seem to have high
potential for use in scholarship and pedagogy. These in-
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clude: the SoundCloud online streaming platform, the Oral
History Metadata Synchronizer in coordination with Ome-
ka, podcasting via iTunes, StoryMaps for sharing audio on
a map, and Chirbit for sharing audio on social media or
embedding audio on a website. | will also discuss exam-
ples for the in-person sharing of sounds during, for exam-
ple, an exhibit or class, including a brief survey of different
kinds of speakers and headphones and different ways of
transferring pre-recorded or live sounds to them, as well
as spatial considerations for sharing sound. For exam-
ple, placing numerous speakers inside an enclosed space,
such as a tent, may allow for a focused listening space
that is still shared and not as individuated as when using
headphones (an idea | learned from sound artist Grant
Smith of Reveil Radio in London). While | do not plan to
conduct a full comparative analysis of these platforms, |
will briefly discuss what | find to be some of openings and
limitations of each.

In sum, this presentation aims to bridge together a
number of themes: sound studies, oral histories, ethics,
accessibility, and modalities for sharing sounds. | em-
phasize the intention that motivates my attempt to bridge
these various themes: In my opinion, when recording and
sharing human voices the researcher must always be vi-
gilant in their ethical considerations (beyond IRB appro-
val) at every step of the research design and practice, and
then the sharing of these sounds is what makes their co-
llection most worthwhile and to do so requires considera-
tions of accessibility and modalities and ethics for such
sharing.
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This Digital Humanities project is an interdisciplinary pro-
ject effort that uses the lens of, and data from, the U.S. TV
showSeinfeldto explore questions about television and
other media.Seinfeld has significant cultural influence
over other media, but what is its reach, meaning the many
other media items cast and crew worked on, also known
as the overlap? We are starting with data from the Inter-
net Movie Database (IMDb). This makes this project so-
mewhat different from other Digital Humanities projects
as we're using an existing database rather than primary
sources. An associate professor of media studies, accus-
tomed to conducting critical analysis of television shows,
and an associate professor of information systems, more
used to working with non-media studies data, are wor-
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king to populate a relational database, to use quantitati-
ve analysis, and a social science theory--social network
theory, particularly “Small Worlds" theory--to explain
trends in media industries, including questions of genre,
gender, race, and age in entertainment businesses.

Seinfeld (NBC 1989-1998) was a US-based half-
hour, multi-camera, situation comedy, one of several that
featured stand-up comics in stories similar to their own
lives. Although it ended nearly 20 years ago, it heavily
influences TV shows of today, including “hangout” sit-
coms, one-camera comedies featuring conversation and
digression, and antihero dramas. Journalist Jennifer Kei-
shen Armstrong writes in the bestselling Seinfeldia that
the show “snuck through the network system to become
a hit that changed TV's most cherished rules; from then
on, antiheroes would rise to prominence, unique voices
would invade the airwaves, and the creative forces behind
shows would often gain as much power and fame as the
faces in front of the cameras" (Armstrong, 2016). It's a
singularly important show for a variety of reasons.

Clearly, Seinfeld hassignificant cultural impact on
other shows and movies, but what we wanted to know
is, what is its 'reach'? Reach is defined as other media
that texts cast and crew from Seinfeld worked on before,
during, and after their appearance(s) on the show. Such
texts exist in every media type (movies, video games,
web-based media). When two media items share cast/
crew, we look for overlap.

Dr. Conaway worked on the project for two years,
using cut and paste and Excel spreadsheets for items and
people, before involving Dr. Shichtman, who has created
a relational database that may be searched. We first used
MySql and an Amazon Web Services server, have recently
shifted to the college's virtual machine and the Oracle da-
tabase management system. We involved two students in
a grant funded practicum in the Fall term as well.

Our research revealed that the 1551 cast/crewhad
worked on over 32,500 other discrete media texts, starting
in 1936, and with many texts still on the air today, often
with an overlap of more than one. Nearly every televison
series, TV movie, and TV special we could think of inclu-
ded overlap. Only recently, in “peak TV"—in which there
are over 500 scripted TV shows in production this year
alone, in addition to reality, sports, and news shows (many
of which also have overlap)—are we seeing well-known
US TV series with no overlap. Our research found that
although most were US-based, there were media items
from over 60 countries.

Social network theory would help us answer some
questions. As Duncan Watts writes in Six Degrees: the
Science of a Connected Age, ,Affiliation networks . . .
are . . . networks of overlapping cliques, locked together
via the comembership of individuals in multiple groups"”
(Watts, 2004). Small worlds theory discusses how ne-
tworks of people influence each other, and each others’
connections.

Questions include, what genres did the cast/crew,
presumably chosen for a common comic sensibility, work
on other than comedy? What genres included the most
cast/crew? What genres have less overlap, none at all,
and what might be some reasons for that? What is the
importance of gender, race, and age?

We looked for other, similar projects that used IMDb
and found that there were few that did. Some computer
scientists had used IMDb to trace the overlaps among
actors involved in 'adult' films in the database as an
example of a 'small world' environment. Media History
scholars had traced 'race films' that ended before our da-
tabase started, and Digital Humanities scholars used it to
look at patterns of exhibition of films or specifically how
Australians worked together, but not to examine how cast
circulated among media.

IMDD, it turns, out, is a challenging tool for this pur-
pose. Deb Verhoeven, Associate Dean of Engagement and
Innovation of the University of Technology Sidney, who
has done a lot of Digital Humanities work on Australian
films explained in 2012 that IMDb consists of “elaborated
sets of lists" created by fans, writing:

Accordingly, the primary users of flmographic cata-
logues are not cinema historians, information managers,
analytical filmographers, or cinema scholars, but mem-
bers of the public, film buffs, students and so on who
are content to navigate these databases using the small
number of structured search fields provided. (Verhoeven,
2012)

IMDDb, which started in the early 1990s, is very robust,
and provides information for free download using Python,
but is not usable 'as is." Entries may be misleading, in-
complete, or unclear, with genres in particular organized
in unhelpful ways. The Downloadable information inclu-
des the full cast and some types of crew members, but
not others. In addition, the fields of the two faculty mem-
bers made shared vocabulary difficult, and getting com-
plete and clean data that could be turned into tables and
graphs meant conducting additional research outside of
IMDb, and reorganizing the data significantly from the
way Dr. Conaway initially tagged it. SUNY Empire State
College also lacks the structures that many institutions
have for conducting Digital Humanities work.

However, we have been able to create some early
data visualizations that will show a microcosm of how the
US entertainment industry works for various types of ac-
tors and crew members, using specifically the data from
television programs. We've compared Seinfeld's numbers
of actors and crew to that of other shows, analyzed how
the media items break down by genre, and visualized how
women's careers wax and wane in different patterns from
men's careers. In the future we will do the same for sub-
genres, actors of color, and actors of various age groups.
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Exploring Big and Boutique Data
through Laboring-Class Poets Online
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Though quantitative methods are becoming increasingly
common within the humanities, few researchers readily
describe their primary texts as data. Most prefer to see
their objects of study as contextually situated and socia-
lly constructed entities with independent value that resist
complete digital representation. Miriam Posner argues
that for many humanities researchers, describing an ar-
tifact as data implies "that it exists in discrete, fungible
units; that it is computationally tractable; that its meanin-
gful qualities can be enumerated in a finite list; and that
someone else performing the same operations on the
same data will come up with the same results." Defined
this way, digital artifacts and metadata seem to simul-
taneously insist on particular interpretations and to be
bereft of deeper meaning outside of an aggregate state,
thereby resisting the hermeneutic methodologies which
form the core of humanistic inquiry.

This position stems from understanding data prima-
rily through a big data mindset. As corporations, govern-
ments, and universities have increasingly addressed busi-
ness problems by embracing data analytics, the essential
qualities of big data (large volume, high velocity, and hete-
rogenous variety) have created the illusion among many
that such datasets can perfectly model an imperfect and
unpredictable world, gaining credibility simply by increa-
sing in volume. The computational authority of big data
is persuasive because it presents a seemingly objective,
number-driven way of knowing reality — an epistemology

of the database, predicated on scale, comprehensiveness,
and reproducibility.

While an immense and complete archive possesses
an undeniable allure (Manovich, 2012; Kaplan, 2015), the-
re is still value in examining individual records and inves-
tigating the intangible stories and datapoints that hide in
database gaps or reside outside of databases entirely. |
use Cheryl Ball et al's term "boutique data" to emphasize
the ongoing importance of small, localized, partial, and
qualitative datasets to the humanities research process. |
frame boutique data as both a thing (a boutique dataset)
and a theoretical approach to data-intensive work in the
humanities. While big data are often automatically gene-
rated, boutique data are manually curated — subjective,
created capta as opposed to given data (Drucker, 2011).
Big data hides the work and decisions that drive data
processing, while boutique data foregrounds the hidden
labor and assumptions that shape data. Big data fits in-
formation into a predetermined mold, while boutique data
models are built from the bottom up. Where a big data
mindset treats gaps in data coverage as a corrupting null
to be fixed, a boutique approach to data sees these gaps
not as empty voids but as evocative absences worth fur-
ther investigation. In this presentation, | will examine both
the successes and failures of a boutique approach to data
through a case study of Laboring-Class Poets Online and
speculate about possible future improvements to the pro-
ject.

The texts and histories studied by scholars of
laboring-class culture are riddled with gaps. Since the
publication of E. P. Thompson's The Making of the Engli-
sh Working Class over fifty years ago, researchers have
increasingly viewed laboring-class poets and their wri-
ting as subjects worthy of scholarly inquiry. Rather than
portraying proletarian writers as isolated anomalies or
novelties, such as how George Thomson characterized
Robert Burns as a "heav'n taught ploughman” in his fa-
mous obituary for the Scottish bard, modern critics ac-
knowledge that working-class writing was a significant,
widespread phenomenon. However, while some British
laboring-class poets such as Burns or John Clare have
achieved near-canonical status, most of these writers are
still obscure figures. Information on their lives and access
to their writing remains scarce and scattered, hindering
research on both their personal histories and their poetry.

Laboring-Class Poets Online (LCPO) addresses
this gap by aggregating biographical and bibliographi-
cal information about the more than 2,000 British labo-
ring-class poets who published between 1700 and 1900
and the texts they produced. LCPO draws on collaborative
research initially collected by an international distributed
team of researchers over several decades and presen-
ted as biographical entries in A Database of British and
Irish Labouring-Class Poets and Poetry. LCPO transfor-
ms these freeform biographical snippets into structured,
web-accessible records. This structure facilitates a pro-
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sopographic approach to British working-class literary
studies. Lawrence Stone defines prosopography as “the
investigation of the common background characteristics
of a group of actors in history by means of a collective
study of their lives." This methodological shift from the
study of individual biographies to collective biographical
and bibliographic patterns enables a more comprehensi-
ve understanding of laboring-class literary production at
a time of great social and economic change. Users can
ask questions about laboring-class literature holistically
and map trends and themes, including the impact of in-
dustrialization; the role of religion as a vehicle for literacy
and a source of aesthetic influence; the tension between
increased urbanization and a celebration of regional
identity, often demonstrated through writing in dialect;
the transformation of the publishing industry and the role
of patronage and subscription publishing; the growth of
literary miscellanies and magazine publishing; and the
influence of organized labor movements (e.g., Chartism
or Christian Socialism) on laboring-class artistic expres-
sion. Scholars can investigate emigration patterns, edu-
cation level, labor engagement, health outcomes, poet oc-
cupations, and interactions with the criminal justice and
social relief systems. Publications can similarly be filtered
and searched by typical facets such as publication date,
author, or location, but also by subscription lists, patrona-
ge, cost, or print run size.

Users can interact with aggregate data through nu-
merous data visualizations including geographic maps
that show poet and publication locations; timelines of in-
dividual lives or major events which shaped the working
classes; and network graphs that display connections
between writers based on correspondence, personal rela-
tionships, or literary influence. Each of these visual forms
encourages users to shuttle back and forth between in-
dividual records and aggregate analysis. Users can also
create collections of content for further interpretation and
analysis, correct mistakes in poet entries, or contribute
new data to the website. All data presented through Labo-
ring-Class Poets Online are freely available for download
or access via a REST API.

This information is vital for scholars of working-class
writing and culture, but it is also an instance of boutique
humanities data (capta): a collaboratively and manually
created and curated small dataset of several thousand
entities extracted during ongoing research. While scho-
lars often use context to interpret data points in histo-
rical documents, databases and computational methods
typically lack this capability. Uncertainty is embedded in
historical sources, but databases often strip away ambi-
guity to perform the computational functions that make
their use worthwhile. By taking a boutique approach to
historical and literary information, LCPO retains much of
this ambiguity and offers insight into how humanities re-
searchers can accommodate a complex understanding of
space and time as continuously unfolding events.
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Scholars are producing and using 3D content more than
ever due the advancement and availability of 3D techno-
logy. How is this 3D content and its metadata being cap-
tured, disseminated, and preserved? How is this digital
scholarship being made available and discoverable for
pedagogical and research purposes?

Although there is great interest in 3D applications in
research, there is currently little available guidance regar-
ding the preservation of digital objects and associated
information in perpetuity. The preservation and sharing
of research data is a necessary, invaluable responsibility
of libraries, museums, and other cultural heritage insti-
tutions, and although standards and best practices have
been developed for many kinds of digital data to ensu-
re assets can be accessed and reused in perpetuity, the
applicability of these standards to 3D data is limited.
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Building off the discoveries made during the
2015/2016 NEH Advanced Challenges in Theory and
Practice in 3D Modeling of Cultural Heritage Sites, this
paper explores one of the main threads of discussion
throughout the NEH Summer Institute: research longevity
and publication. Underpinning the issue was concerns of
the preservation of 3D data and their overall discoverabi-
lity and (re)use beyond their creation.

This paper investigates the current state of existing
standards and schemas for 3D data and explores what
more needs to be done (and is being done) by practitio-
ners, librarians and curators to ensure that this digital
content is preserved and disseminated, enabling further
humanistic inquiry and advancing scholarship of our sha-
red cultural heritage.

In 2017 the Institute for Museum and Library Services
received several proposals regarding the advancement of
3D research and support. Two of these grants were funded
which are working in tandem to discuss issues related to
3D and virtual reality, and preservation and best practices
for 3D data curation. This paper will focus on the develo-
pments regarding the latter IMLS grant - the Community
Standards for 3D Data Preservation (CS3DP). According
to the CS3DP grant proposal (Moore et.al., 2017):

The project team surveyed an international communi-
ty including individuals involved in digital curation and
3D data acquisition and research, primarily at universi-
ties and museums. Of 104 respondents 70% said that
they did not use best practices or standards for preser-
vation, documentation, and dissemination of 3D data.
Of those not using standards/best practices, 69% said
that they did not use them because they were unaware
of such standards.

In order to respond to the lack of consensus around
3D data standards, the grant team will develop "a com-
munity-developed plan to move 3D preservation forward
[and] recommendations for standards and best practices”
for data creators and preservation specialists alike (Moo-
re et. al., 2017). By the time of the 2018 DH conference,
the CS3DP grant will have convened around 70 data crea-
tors and professionals to address the issues of 3D data
preservation. This paper will report on initial findings and
ongoing discussions and areas of work, as well as solicit
feedback from the DH conference goers about other areas
of concern, development and needs.
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Introduction

The Center for Digital Research in the Humanities (CDRH)
at the University of Nebraska—Lincoln is home to digital
collections such as The Walt Whitman Archive, The Willa
Cather Archive, The Journals of Lewis and Clark, and O Say
Can You See. These projects contain overlap between sub-
jects, individuals, and locations, yet are siloed, and many
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are built in aging, unsupported technologies with no inte-
roperability or common search. In order to address this, the
Center has developed an API (“Henbit") as part of a modu-
lar software stack to index and display data and content.

Challenge

Over the past twenty years, the Center has created over
30,000 TEI files in addition to other data sets such as
VRACore documents, spreadsheets, and databases. Sites
showcase the content and metadata of these files using
a variety of technologies, many of which are no longer
maintained. In addition, some sites used commercial sof-
tware which became unsustainable when costs went up,
cementing a commitment to open source. This experien-
ce informed and reinforced our adopted design philoso-
phy, which can be summed up as:

+  Keep it simple, stable, and sustainable

+  Embrace modularity by writing software for one pur-
pose

+  Avoid over-engineering solutions (i.e. graphical inter-
faces where command-line will do)

«  Provide comprehensive documentation

The Center has been inspired to think bigger about
what can be accomplished by including existing data in a
new framework. An exciting next step is creating a site to
search all Center data, find commonalities between proj-
ects, and read materials across sites for comprehensive
research. This approach will also help solve accessibility
issues of older project sites which do not meet modern
requirements. As projects become unsustainable, the
Center may retire them while keeping all content available.

While having one place to view and search the Cen-
ter's data is important, it's also critical to allow the cre-
ation of independent sites which utilize unique organiza-
tion and include special features requested by principal

investigators for new and evolving projects. Quickly cre-
ating bare bones sites to view in-progress TEl is essential,
as it allows metadata experts and Pls to refine their data
and arguments. Such sites should be written for ease of
maintenance, freeing future developer time to work on
new projects rather than sustaining old ones.

Solution

The Center explored the possibility of using existing sof-
tware to address these challenges, such as XTF, Blackli-
ght, and Fedora. These packages did not fit the Center's
needs; though comprehensive, they were not flexible
enough to accommodate the variety of document types
and project site requirements. Additionally, many so-
lutions would lock the API into using Solr instead of
allowing an interchangeable search engine (Blacklight,
2017; DuraSpace, 2017).

Instead of heavily customizing existing software, The
Center decided to create a modular solution. The system
consists of several components:

« data repository for project files and scripts for trans-
formation

+ document datastore and search engine (Elastic-
search)

*  Ruby on Rails (Rails) API to serve data (Henbit)

+ media retrieval system for associated images, audio,
and video

+ template generator for rapid website creation (Or-
chid)

With a modular software stack, future changes in
technology and project needs can be accommodated with
independent upgrades rather than massive redesigns and
rewrites.
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Project Files and Scripts

The data repository houses original files for projects,
such as TEI-XML, VRACore, CSV, and Dublin Core. The
repository also contains CLI scripts which create HTML
and populate search indexes with document content and
metadata (CDRH, 2017a). New projects use generalized
scripts, which are organized to allow overriding function-
ality in individual projects. Older websites may continue
to use existing XSLT and populate legacy Solr indexes
while their existing sites are supported, as well as pop-
ulate Elasticsearch using the standardized script. Static
HTML files derived from this process are used to create a
document which can be viewed in a browser, regardless
of the original data format.

Henbit (Public Endpoint)

Henbit is a Rails powered API (application program inter-
face) which creates appropriate requests for the backend
index, and returns JSON. Currently, Henbit uses Elastic-
search as a backend, but most of its features (sorting,
filtering, aggregating on ranges, etc) could be ported to
a different backend. The OpenAPI specification was used
during Henbit's creation to fit current design practices
(CDRH, 2017b).

Media Retrieval

In legacy sites, associated media lived inside the website
directory. The Center has created a standard URL path for
media files. It will be easier to optimize serving specific
file types with this common retrieval structure. In the near
future, the CDRH will be implementing a IlIF image server
to serve images of varying sizes and resolutions.

Orchid (Rails Engine)

Orchid is a Rails engine which connects Rails 5
applications and Henbit. Orchid and a supporting gem,
api_bridge, provide a template website that allows users
to browse, search, filter, and view documents. This tem-
plate is highly customizable, and can be altered to allow
different URLs, search behavior, and anything possible in
Rails (CDRH, 2017c).

Current Implementation and Future Plans

Beta versions of all components were released in 2017.
In late 2017 the framework was used to build The Com-
plete Letters of Willa Cather (launched January 2018).
The Complete Letters demonstrates the customization
which can be accomplished with this modular system.
The CDRH is currently developing another project, Family
Letters, which will also take advantage of the data repos-
itories, scripts, Henbit, and Orchid template.

In the meantime, older websites are being converted
for the new system. Updated documents and original XSLT
have been reorganized into the structure required by the data
repository scripts and are being posted to the Elasticsearch
index. Once a site for Centerwide projects has been creat-
ed, older sites can be retired as needed, replaced by content
now available through the new API and supporting website.

The decision to use custom built software rather than
an existing, out of the box solution, was not easy. Though
at times it felt like reinventing the wheel, our highly
customizable and flexible implementation prepares for
future technological developments and enables flexibility
in meeting project requirements.

Notes

https://cdrh.unl.edu

http://whitmanarchive.org, http://cather.unl.edu, https://
lewisandclarkjournals.unl.edu, and http://earlywashing-
tondc.org

https://xtf.cdlib.org, http://projectblacklight.org,
http://fedorarepository.org
https://github.com/CDRH/data
https://github.com/CDRH/api
https://github.com/OAl/OpenAPI-Specification
http://iiif.io

https://github.com/CDRH/orchid
https://github.com/CDRH/api_bridge
http://cather.unl.edu/letters

and
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Introduction

The study of communication networks, specifically road
networks, is a topic of broad interest to the scholarly
community. It allows researchers to draw conclusions
that range from historical events (Antrop, 2004; Trombold,
1991) to transit and traffic (Bash et al., 2017; Yang and
Yagar, 1995), while adding a tangible and understandable
dimension to their work. The appearance of Geographical
Information Systems (GIS) made it possible to perform
such analysis efficiently and accurately. It is just recent-
ly that the study of topological and growth properties of
road networks are giving us the chance of understanding
the bigger picture of cities (Antrop, 2005; Kasanko et al.,
2016).

In the American landscape, network analysis of road
networks has shown evidence that the construction of
interstate highways affected the political and geographic
polarization of cities, undermining representation and
posing a threat to democracy itself (Nall, 2015; Ejdemyr
et al., 2005). Most of these studies, however, rely on "the
only rigorous year-to-year record of the construction of
interstate highways and the incorporation of existing
freeways into the system” (Nall, 2018), the Federal Hi-
ghway Administration PR-511 database (FHWA PR-11).
While the FHWA PR-11 is the most complete database
available, it is based on highway construction records,
which oftentimes misrepresent the complexity of turning
political promises into reality, and does not include data
on the development of road networks before the intersta-
tes. One way to approach this lack of data is to resort to
roadmap collections, which might be a better proxy to un-
derstand the reality of transportations networks. Unfortu-
nately, despite the number of digitized and scanned map

collections, the lack of their availability in standard ne-
twork data formats still represents a burden for the study
of historical road networks. Although network analysis
tools exist, we are not able to fully leverage their potential
regarding historical datasets without a huge amount of
manual work to generate network data.

As an alternative, modern approaches of road extrac-
tion from maps promise fully automated methods that
rarely generalize well (Mena, 2003, Sharma et al., 2013),
or rely on good quality labeled data (Isola et al., 2016),
which is non existent or very difficult and costly to ga-
ther. We are then left to semi-automated methods where
the researcher is guided to enter some crucial informa-
tion needed for the automated process to start. However,
these methods are usually conceived for satellite imagery
or raster images of maps, lacking proper support for the
variety of style and format found when dealing with co-
llections of historical maps, and producing vector infor-
mation not in network format. In order to fill this gap, we
are presenting Histonets, a web-based platform to assist
in the conversion of historical maps into digital networks,
turning intersections into nodes and roads into edges.

Methodology

The platform begins with a login screen, after which each
researcher can create a number of collections of images
of maps by linking them from IlIF-compliant repositories.
Furthermore, researchers are able to create settings for
similar images (according to their criteria). Once ima-
ges are selected, the pipeline for the Histonets platform
is comprised of 4 steps: image preparation and cleaning,
pattern matching, pathfinding, and graph correction. Cle-
aning can be fully automated or fine-tuned by adjusting
the parameters of several actions to be applied. Once
clean, image color depth is reduced by an automatic color
clustering algorithm that only needs the final number of
colors (defaults to 8).

With the image clean and posterized, the pattern
matching step begins. In order to identify intersections
and corners that will eventually become the nodes of the
graph, researchers must circle around them, and, with
a couple of samples, Histonets will try to find other in-
stances in the images, taking into account rotation and
orientation of the templates. Identifying roads is done by
selecting their colors and a threshold. Areas under a cer-
tain threshold are removed as well. A final preview of the
resulting graph is shown for the whole image. If the graph
complies with the expectations the researcher can start a
batch process to apply the same parameters to the whole
collection. The tasks can be monitored and canceled. The
final result of the process for each image map is a down-
loadable file in a compatible graph format, including Ge-
phi and GraphML (sees Figure 1).

¢ 358 ¢



Figure 1. Sample of image input (upper left), internal output (upper right), and final graph as produced by Histonets (lower)

Discussion

Although in early stages, Histonets has already proved to
reduce substantially the amount of hours of manual la-
bour, cutting down the time needed to process an entire
collection. Moreover, the easy parallelization built-in in
Histonets is only limited by the computational resources
available, making it easier for cloud or high performan-
ce computing center deployments to further boost its
performance. However, without a proper benchmarking
framework it is still difficult to assess its accuracy and
completeness. One of our goals moving forward is to test
and measure these factors, and adjust the platform for
greater reliability.

While Histonets, as a whole pipeline, is focused spe-
cifically on extracting road networks from historical maps,
collaborators have already identified uses outside of Po-
litical Science or History. As a general low-barrier and
user friendly computer vision application, we have shown
it to be useful for identifying capital letters in Medieval
manuscripts, counting glyphs in Egyptian hieroglyphs, or
even identifying architectural features. With its balance
between meeting specific research needs and generaliza-
ble applicability, Histonets has a bright future as an adap-
table tool in the Digital Humanities.
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Atraviesan al concepto étnico-geografico definido como
Latinoamérica distintos procesos regionales en los que
se observan politicas para impulsar estrategias de acce-
so a internet, incorporacion de las tecnologias digitales al
sistema educativo y/o implementacién de programas de
alfabetizacién digital. Desde la Cumbre Iberoamericana
de San Salvador en el ano 2008 se viene sosteniendo, por
ejemplo, la necesidad de “impulsar politicas, que incluyan
el marco de la colaboracion publico-privada, encamina-
das a facilitar la integracion plena de las y los jovenes en
la Sociedad de la Informacién y del Conocimiento a través
del acceso universal a las Tecnologias de la Informacion
y de la Comunicacién (TIC) y el desarrollo de contenidos
digitales, mediante programas de alfabetizacion digital
que reduzcan la brecha existente y con la mira puesta en
facilitar el acceso al empleo, el emprendimiento y la reali-
zacion personal” (INTEF, 2013).

Pero ¢qué es la alfabetizacién digital en el marco de
un campo cientifico como el de las Humanidades Digita-
les, un nuevo espacio de produccién académica nacido
bajo el amparo de las Digital Humanities del norte global?
Como es sabido, las Humanidades Digitales (HD) se han
consolidado como un campo académico en franca expan-
sion, principalmente en paises de habla anglosajona. Asi
y todo, su recepcion ha sido diferente para nuestra regién
y, al dia de hoy, no se han absorbido en el curriculo univer-
sitario o actividades de investigacion del mismo modo.
Las HD dan cuenta de un didlogo entre las humanidades
y la informatica entendida como digitalidad, y también de
la posibilidad de crear nuevos objetos de estudio y lineas
de investigacion mixta, aunque, tal vez la apuesta mas in-
teresante y menos apreciada de las HD sea los puentes
interdisciplinares que tienden y ofrece a las distintas dis-
ciplinas humanisticas (del Rio Riande, 2016).

Si bien la alfabetizacién digital y el desarrollo de
competencias supone mucho mas que infraestructuras,
la posibilidad de acceso fisico, real y efectivo a las tecno-
logias, asi como el desarrollo de politicas institucionales
relativas a su impulso siguen siendo un desafio para el
crecimiento de las HD como campo cientifico. Algunos
de los elementos que es necesario considerar tienen que
ver con la implantacién de una cultura digital que no sea
Unicamente instrumental sino que implique una reflexion
critica acerca de la relacion entre tecnologia, humanida-
des y produccién de conocimiento.

Por otra parte, las investigaciones recientes y las po-
liticas educativas nos alertan sobre la importancia de lo
que podriamos denominar "multiliteracies” o multialfa-
betizaciones (Cope & Kalantzis, 2000), incluyendo, en ese
sentido, no sélo aspectos de manejo de herramientas,
sino del impacto en cémo "“leer”, “traducir” aquello com-
putacional desde un aspecto critico. Clave, por ejemplo,
es el proceso que contiene a los datos de investigacién u
objetos intensivos en datos digitales.

Con el fin de indagar acerca del estado de las practi-
cas digitales en la region, disefiamos una encuesta abier-
ta, orientada a estudiantes, profesores, investigadores,
bibliotecarios y documentalistas en América Latina en el
marco del proyecto Practicas digitales en América Latina
y el Caribe (http://openlabs.limequery.com/954661?lan-
g=es-MX). La encuesta buscé medir el conocimiento y
las practicas de estos agentes de produccion en el am-
bito académico sobre recursos para la investigacion, la
publicacion cientifica y la preservacion (desde los proce-
sadores de texto, pasando por los repositorios, hasta las
infraestructuras digitales). El proyecto se desarrolla en
conjunto con Humanidades Digitales CAICYT (Centro Ar-
gentino de Informacion Cientifica y Tecnoldgica del CONI-
CET-Argentina), +Datalab del Centro de Investigacion en
Mediatizaciones (Facultad de Ciencia Politica y Relacio-
nes Internacionales) de la Universidad Nacional de Rosa-
rio (Argentina) y Openlabs de la Escuela de Humanidades
y Educacion del Tecnoldgico de Monterrey (México). Se
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recogieron, hasta el momento, mas de 300 respuestas de
diversos paises de América Latina. Una primera version
de esta encuesta se realizé en Argentina en 2015-2016
en el marco del convenio entre CIM-CAICYT de CONICET.
Presentaremos en esta ocasion los resultados obte-
nidos respondiendo a estos imperativos, discutiendo los
hallazgos clave sobre las interacciones entre la investi-
gacion, el acceso a la tecnologia entre estudiantes cul-
tural y lingliisticamente diversos, como parte del estado
de la cuestidon en espacios académicos y su incidencia
sobre el desarrollo del campo cientifico de las Humani-
dades Digitales en América Latina asi como de politicas y
curriculos universitarios mas reales y democraticos.
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What does religion in the United States sound like, and
where should one go to listen for it? What are the different
ways that religious individuals and communities make
themselves heard--to each other, to their gods, and to
others? How is religious pluralism reshaping the sounds
and spaces of North American religious life? How might
we begin to reconceptualize religion and its place in North
American life if we begin by using our auditory perception
as a source of knowledge? And how might this knowledge

be represented and transformed through the use of new
digital media?

| co-direct "“The American Religious Sounds Project,”
a collaborative initiative of Ohio State and Michigan State
Universities to leverage opportunities afforded by the new
digital environment to consider what religion sounds like
in the United States. The project centers on (1) the con-
struction of a unique sonic archive, documenting the di-
versity of everyday American religious life through newly
produced field recordings, interviews, oral histories, and
related materials; and (2) the development of a new dig-
ital platform and website, which draws on materials in
our archive to engage users in telling new stories about
religious diversity in the U.S. This multi-modal platform
includes a searchable archive, database-driven visualiza-
tions, which invite users to explore, discover, and listen for
surprising connections among our materials, and a curat-
ed gallery of multimedia exhibits, which allow for greater
interpretation and contextualization. Future phases in-
clude plans for museum installations, traveling exhibits,
and community-based workshops.

It has become commonplace (if arguably inaccura-
te) to describe the United States as the most religiously
diverse country in the world. Scholars of North Ameri-
can religions have recognized the pressing need for new
approaches to documenting and making sense of this di-
versity. Our approach stems from our particular interests
in the material and sensory cultures of American religions
and in the varied ways that religion has become newly
visible and audible in American life, confounding once
dominant assumptions about secularization and privati-
zation. Rather than retreating quietly into an interiorized
or immaterial realm of personal belief, religion has remai-
ned an integral feature of the modern world, and religious
communities have inscribed themselves on urban lands-
capes and soundscapes in a variety of ways.

The working we are doing through the American Reli-
gious Sounds Project also has been stimulated by a “sen-
sory turn” in scholarship across the humanities and so-
cial sciences. Historians, anthropologists, geographers,
and others have been attending to the cultural values
and social ideologies expressed through different ways
of sensing the world and to the multi-sensorial modes
through which modern culture was constituted. The nas-
cent field of sound studies, defined broadly as the cultural
study of sound and listening, has proven particularly ge-
nerative, giving rise to new ways of thinking about critical
questions that have long animated humanistic inquiry, in-
cluding the legacies of industrialization and urbanization,
the role of technological production and mediation, and
the construction of ethnic, racial, religious, sexual, gende-
red, and class-based differences. Research on sound and
through sound provides a rich medium for understanding
religious groups, people, events, and conflicts.

Religious studies scholars, however, have paid far
more attention to visual and material culture than to audi-
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tory culture. In part, this can be attributed to the limitations
of the textual media through which scholars have traditio-
nally presented their research, including published mono-
graphs and journal articles. Such media have not readily
lent themselves to engagement with sonic materials, for
sound can be difficult to represent in such formats. Acute-
ly sensitive to this problem, many ethnomusicologists and
sound artists have begun experimenting with digital tools
and platforms, like soundmapping, but such approaches
have not yet made their way into the discipline of religious
studies. Scholars of religion should take greater advantage
of the opportunities afforded by the new digital environ-
ment, while also reflecting critically on its limitations. The
American Religious Sounds Project is designed to do both.

Our sound selections are robustly multi-religious, in-
cluding a wide range of Christian and non-Christian tra-
ditions. We include the formal sounds of religious institu-
tions, such as prayer, chanting, and hymns, as well as the
informal, and often unintentional, sounds that arise during
relaxed coffee hours and spontaneous conversations, am-
bient and incidental noises like laughter and crying, clap-
ping and shouting, and the shuffling and movement of li-
ved community during worship. We record regular weekly
and daily services, as well as seasonal festivals and other
special events. We move outside of formal religious ins-
titutions to capture the sounds of devotion in homes and
schools, public parks and interfaith chapels, coffee shops
and workplaces, as well as at ostensibly “secular" gathe-
rings such as a school graduation, public arts festival, or
college football games. For example, our researchers re-
cently recorded the sounds of a public Christmas tree ligh-
ting, an interfaith prayer vigil against violence, a neo-Pagan
brewing mead in his home kitchen, an anti-Islam protest
rally, a (secular) Sunday Assembly meeting in a coffee
shop, and a Bhutanese Nepali Hindu festival. By casting
our net widely, we aim to build a resource that is broadly
comprehensive, comparative, and even a bit provocative.
We do not intend to answer definitively the question of
what counts as religious, but to invite critical reflection on
what is at stake in that designation and to consider the role
that auditory perception plays in its constitution.

In this paper, | will introduce the project and present
our website, which we expect to launch in March 2018.
I will solicit critical feedback and offer reflections of my
own on the capabilities and limits of new digital methods
for enhancing our research of the varied sonic cultures
of North American religious life. One of the goals of the
American Religious Sounds Project is to provide a bridge
between our academic settings and our local communi-
ties. That work must be done carefully and respectfully in
the present political and religious climate of the United
States. | will end with some thoughts on the precarious
work of the public presentation of religious sounds and
communities on an open accessible digital platform.

Words that Have Made History,
or Modeling the Dynamics
of Linguistic Changes
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Poland; Pedagogical University in Krakow, Poland

Introduction

In the last decades, quantitative linguistics (following exact
and social sciences) has developed a considerable number
of statistic methods providing an insight into measurable
phenomena of natural language. Although to a lesser ex-
tent, it also applies to the analysis of diachronic changes.
The basic tool used to assess the chronology of linguistic
changes is a rather effective yet simple method of trend
search: the examined features are analyzed by mapping
the frequency of the described phenomenon on a timeline
(Ellegard, 1953). This timeline-centric visualization has be-
come a standard in several studies and corpus tools. The
most spectacular example is the corpus of several dozens
of million of documents (mainly in English) accompained
by the service Google Books Ngram Viewer http://books.
google.com/ngrams, which, according to its authors, ena-
bles to examine changes taking place not only in the lan-
guage, but also in culture (Michel et al., 2011).

A significant drawback of simple graphic represen-
tation of the trend, and hence of mapping the frequen-
cy of the examined phenomenon on a timeline, is a ta-
cit assumption that the researcher knows in advance
which elements of the language are subject to change.
In other words, the method of plotting and inspecting the
trend may be applied only to verify hypotheses stipulated
earlier by traditional diachronic linguistics. For example,
knowing in advance that Polish underwent the gradual re-
placement of the inflected ending -bychmy with -bysmy,
one might draw the trendline and capture the dynamics of
that change. Although many prominent diachronic works
were based upon such an approach (Biber, 1988; Hilpert
and Gries, 2009; Hu et al., 2007; Reppen et al., 2002; Smith
and Kelly, 2002; Can and Patton, 2004), one might be inte-
rested in trend search without any a priori selection of the
analyzed linguistic changes to be traced.

Needles to say, some selection of potential language
change predictors (e.g.a predefined set of words, certain
collocates, etc.) will always be the case. The strategy fo-
llowed in this study was to analyze a considerably large
set of 1,000 most frequent words without any further filters,
with the assumption that some of them will turn out stron-
ger than others. Arguably, in such a big set one should find
a few dozen of function words, and a vast majority of con-
tent words. Another remark that has to be formulated here
is that the language change cannot be reliably separated
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from the stylistic drift (e.g.in literary taste of the epoch).
This fact is well known in stylometric approaches to style
(“stylochronometry"), where the actual changes in the sys-
tem and stylistic signals of, say, the predominant genres
are usually difficult to be told apart.

Supervised classification and the timeline

The most natural strategy to assess the discriminati-
ve power of numerous features at a time is to apply one
of the multivariate methods. Since none of the out-of-
the-box techniques is suitable to analyze temporal da-
tasets, some tailored approaches have been proposed,
e.g.using a variant of hierarchical clustering (Hilpert and
Gries, 2009; Hulle and Kestemont, 2016). These methods,
however, share a common drawback, namely their results
are by no means stable. Also, no cross-validation can be
considered a downside.

To assess these issues, an iterative procedure of au-
tomatic text classification was applied (Eder and Gorski,
2016). Its underlying idea is fairly simple: first, we formu-
late a working hypothesis that a certain year — be it 1835
— marks a major linguistic break. The procedure randomly
picks n text samples written before and after the assu-
med break; the samples then go into the ante and post
subsets. In this study, a period of 20 years before and af-
ter the assumed break was covered (with an additional
gap of 10 years), 500 text samples of 1,000 tokens were
harvested into each of the subsets. To give an example:
for the year 1835, 500 random samples covering the time
span 1810-1830 were picked into the first subset, and
another 500 samples from the years 1840—1860 into the
second subset. Next, the both subsets are randomly divi-
ded into two halves, so that the training set and the test
contain 500 samples representing two classes (ante and
post). Then we train a supervised classifier — in this case,
Nearest Shrunken Centroids — and record the cross-vali-
dated accuracy rates. Then we dismiss the original hypo-
thesis, in order to test new ones: we iterate over the time-
line, testing the years 1836, 1837, 1838, 1839, ... for their
discriminating power. The assumption is simple here: any
acceleration of linguistic change will be reflected by hi-
gher accuracy scores.

Data and results

The above procedure has been applied to the Corpus of
Historical American English (COHA), containing ca. 400
million tokens and covering the years 1810-2009 (Da-
vies, 2010). The corpus provides the original word forms,
part-of-speech tags, and the base word forms (lemmata).
The results reported below were obtained using the lem-
matized version of the corpus.

Fig. 1: Language change accelleration in the American
English corpus: classification accuracy over the years
1835-1985.

In Fig. 1, the classification accuracy rates for the COHA
corpus were shown (1,000 most frequent lemmata, NSC
classifier). As one can observe, the scores obtained for each
period are higher than the baseline, suggesting the existen-
ce of a temporal signal. Obviously, the higher the scores the
faster the evolution of language, since the distinction be-
tween the period before and after the tested breakpoint is
simpler for the classifier. More important, however, is the
fact that the scores are not even: the signal becomes stron-
ger in some periods, clearly indicating an acceleration of the
language change. One of the stylistic breaks takes place in
the 1870s (i.e.after the Civil War), the other in the 1920s (in
the period of prosperity before the Great Depression); the
third peak is not fully formed yet, even if one can observe
an acceleration of language change at the end of the 20th
century. Needless to say, any attempts at finding direct co-
rrelations between historical events and stylistic breaks are
subject to human prejudices, and therefore might introduce
substantial bias to the results. Even though, the coinciden-
ce of the three observed peaks and a few major changes in
the American culture is rather striking.

Distinctive features

The results obtained in the above experiment seem to be
rather promising. However, from the perspective of histo-
rical linguistic even more interesting is the question which
features (words) were responsible for an given change ob-
served in the dataset. It has been reported in several stylo-
metric studies that attributing authorship relies, in most
cases, on many features of individually very weak discrimi-
native power. In the context of language change, a similar
question can be asked: is it but a few characteristic words
that trigger the change, or, alternatively, is the stylistic drift
spread across dozens of tiny changes in word frequencies?
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To answer the above question, one has to extract the
features that played a prominent role in telling apart the ante
and post periods as described above. The features exhibi-
ting the biggest variance (that is, the overall impact on the
results) are shown in Fig. 2. An important caveat needs to be
formulated here: the plot shows the outputted weights from
the classifier, rather than direct word frequencies. The un-
derlying assumption is that the features' weights (to be pre-
cise: the a posteriori probabilities returned by the classifier)
reflect the changes in actual word frequencies as combined
with all the other frequencies being analyzed.

Fig. 2: Seventy-six linguistic features (words) that
contributed considerably to the stylistic drift.

The main stylistic breaks form, again, three peaks that
culminate roughly in the same years as presented in Fig.
1. What is counterintuitive, however, it is the fact that the
features tend to form sinusoidal waves of their periodi-
cal discrimination power. Interestingly, these high impact
features turned to be very frequent words that usually oc-
cupy the top positions on the frequency list. The 25 words
of the highest discrimination strength are as follows:

the, and, week, that, 's, last, is, be, of, it, we, i, to, was,
mr., our, my, been, not, u.s., you, new, upon, there, has

Even more interesting are individual trajectories of
the high-impact words. In Fig. 3, one can observe a colli-
nearity of function words: the, and, that, is, been, as oppo-
sed to the possessive 's. These function words seem to
have impacted the language change at the turn of the
19th century. The possessive, in turn, contributed to the
evolution of language roughly at the times of the Prohi-
bition. (Again, this is not to say that any direct links be-
tween function words and actual events in history should
be drawn).

Fig. 3: Function words of the highest impact on the
stylistic drift.

A different pattern is revealed by the “social” words,
especially personal pronouns. It has been shown that
these words, e.g. I, play prominent role in betraying so-
meone's personality (Pennebaker, 2011). Certainly, traces
of such individual profiles will hardly be noticeable at the
level of the entire corpus. One might try, however, to for-
mulate some claims of the “personality” of the popula-
tion in the function of time, in the belief that some general
trends in culture might be reflected in the corpus. In Fig.
4 a few personal pronouns and some contractions have
been shown. As one can see, their moderate presence
over the past decades turns into a very hight impact at
the end of the 20th century. Moreover, the impact of the
words | and my seems to grow even further... These and
similar examples provide a counterintuitive evidence that
a language change might be due to minute differences in
the usage of very common words.

Fig. 4: High impact personal pronouns and contractions.

Conclusions

In this paper, we used a tailored stylometric method to
assess the question of language change over time. Our
chosen technique proved to be useful indeed, especially
when one focuses on tracing the very linguistic features
that were responsible for the observed change. The re-
sults were counterintuitive, since the set of strongly dis-
criminative features contained common function words,
which formed sinusoidal trajectories of their impact over
time. One of the most interesting aspects of language de-
velopment — overlooked in numerous existing studies —is
the question of the dynamics of linguistic changes. Our
study corroborated the hypothesis that epochs of subs-
tantial stylistic drift are followed by periods of stagnation,
rather than forming purely linear trends.
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John Milton's Paradise Lost creates an extraordinarily rich
and complex sense of space. The epic poem elegantly cap-
tures the cartographical leap of the sixteenth and seven-
teenth century that owes to advancements in navigation
techniques and rapid colonial expansion. The world image
was rapidly changing and gaining a more distinct contour
as newly colonized lands were becoming better described
and known. Maps in this time could often be considered
prototypes since cartographers were still experimenting to
find a more accurate mimesis of the world. At the same
time, the strong foundation of Paradise Lost and many
other retellings of the Genesis captures the saturation of
the seventeenth century in religious tradition and referen-
ces to sacred places. In this way, Paradise Lost can be
seen as a prototype of its own that brings together spa-
tial traditions, new and old, real and imaginary, into a sin-
gle medium. To date, Milton's spatial allusions — spanning
biblical, classical, and contemporary temporalities — have
predominantly been studied in relation to the textual sour-
ces that had influenced them. However, Paradise Lost was
written at a time when the visual tradition of mapping pla-
ces of the bible with cartographic exactitude had reached
its peak, seen in the King James Bible, which was also Mil-
ton's family Bible — a tradition that, in retrospect, is an early
example of a geospatial, text-to-map project. Milton cons-
trued his spatiality on the existing framework of this visual
tradition, and consolidated the geographies of classical an-
tiquity and of his contemporary world. These temporalities
were conceived to have progressed on a linear spectrum of
geographical continuity, according to the prevalent notion
of historical sequence of a seventeenth-century audience.
By superimposing these layers, Milton uses textual sour-
ces to assign moral valence to geographical points; these
inform the readers' understandings of the epic and of the
space of human history that it encompasses. The GIS-ba-
sed digital project, "A Map of the Moralized Geography of
Paradise Lost," explores the multi-temporal complexity of
Milton's spatial allusions through an open access map de-
picting the moralized geography of Paradise Lost. These
multiple temporalities are delineated by various layers of
georectified historical maps, including the map that su-
pplies the visual paratext of the King James Bible, as well
as John Speeds map of “The Turkish Empire” (1626). The
interactive dimensions of the map permit users to recover
and evaluate nuance (by resituating geographical names in
their poetic contexts) even as they seek to apprehend and
deduce larger patterns.

The most powerfully apparent pattern is the concen-
tration of Milton's spatial allusions on the Mediterranean
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world, forming a thick chain around the Mediterranean
basin. Sites of biblical or classical significance were, in
the seventeenth century, in territories almost entirely con-
trolled by the Ottoman Empire; this superimposition cre-
ates a polarized dynamic of moral valence. Additionally,
Milton's map is coordinated with a map based on place
names extracted from the Book of Genesis in order to in-
vestigate the scope of influences of the biblical book it-
self on the epic poem. The extraction of geo-coordinates
from both works was carried out manually for the sake
of accuracy, since the limitations of present geoparsing
techniques with variant and historical place names re-
main a methodological sticking-point. The Genesis map
is less complex than the initial one, making it clear that it
was literary and exegetical writings, and religious culture
more broadly, that built thick association. This condition
reinforces the status of geographical references in Mil-
ton's epic as references, as vectors that import or apply
associations established through cultural tradition or po-
etic technique. In this way, Paradise Lost functions like
an early modern chorography that contextualizes place
names at use. The fruit of this project is a navigable visual
network that invites users to trace contextualized recur-
ring patterns in multiple temporalities.
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This paper reports on the completion and launch of the
locative media app “Go Queer." Taking the theorization,
iteration, and development of "Go Queer” as a model and
case study, the paper argues that locative media is uni-
quely suited to re/mediating queerness. It then proposes
that these findings can be used as a framework and set
of best practices for developing a variety of queer history
applications.

Go Queer is a ludic, locative media experience that
occurs on location, in the city, on the playful border be-
tween game and story, the present and the past, the queer
and the straight, the normative and the slant. The app
takes the city of Edmonton's queer history as its text, and
produces a locative, spatialized narrative of that history
by displaying text, images, video and audio in place at the
actual locations where they occurred, thus creating what
Richardson and Hjorth (2014, 256) call “the hybrid expe-
rience of place and presence.” The app invites its users
to drift queerly through the city, discovering the hidden
histories that always surround us, yet somehow remain
just beyond our apprehension. It compiles these traces
into a media layer that augments quotidian city space,
juxtaposing the past onto the present, creating a deep,
queer narrative of place. By bringing together the physical
navigation of the contemporary city with the imaginative
navigation of its queer past, the app enacts a praxis that
| characterize as a queer ludic traversal, one that ren-
ders the navigation itself as queer as the content that it
presents. In so doing, the app produces the experience of
place, in Lucy Lippard's (1997) formulation that

Place is latitudinal and longitudinal within the map of
a person's life. It is temporal and spatial, personal and
political. A layered location replete with human histo-
ries and memories, place has width as well as depth. It
is about connections, what surrounds it, what formed
it, what happened there, what will happen there. (7)

The app proposes that a productive and underrepre-
sented setting for queer play is the space of the city itself,
and that the hybrid reality of locative media provides spe-
cific affordances to enable particularly queer navigations,
occupations, and constructions of urban space.

The app arises from, and takes shape in relation to, a
range of theoretical inspirations. First are the contributions
queer theories of space, the urban, and community, such
as David Bell's (2001) observation of “the special relation-
ship between the city and the deviant” (84) and Theories
recognizing the very public-ness of the formation, circu-
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lation, and inhabiting of queer identities (D'Emilio, 1983;
Berlant and Warner, 1998); central here is Sara Ahmed's
theorization of “orientation” and her contention that “ori-
entations are about the directions we take that put some
things and not others in our reach” (552). New theoriza-
tions of space and place that have come to be called the
spatial turn have similarly mobilized our thinking, challeng-
ing us to imagine space as a complex social production
(Lefebvre, 1992) and asking us to think through how we
move in space as either tactical or strategic (deCerteau,
2011). Praxis-based interactivity, which | draw principally
from the field of Game Studies, has introduced concepts
like the fidelity context (Galloway 2004) and ambient expe-
rience (Flanagan 2009). Deep mapping offers new possi-
bilities for modeling space, particularly historical space, by
bringing together the explanatory and critical capacities of
both narrative and mapmaking (Bodenhamer 2007). These
theoretical methods intersect in locative media itself, the
vehicle for “Go Queer" and a platform, | argue, that holds
significant promise for queer scholarship and expression.

By exploring how each of these theoretical arenas is
literalized in the app itself, this paper aims to provide a
framework and method for other practitioners interested
in deploying locative media technologies to engage queer
subjects, histories, and cultural productions.
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Introduction

Our inquiry considers the speech interactions of charac-
ters within plays as a proxy for broad narrative structures.
We analyze computationally-generated social networks
of 37 plays by Shakespeare to see whether, and how, they
can be used to distinguish between Shakespeare's come-
dies, tragedies, and histories.

Because dramatic performances enact social en-
counters, social network analysis translates surprisingly
well to fictional societies. Stiller et al. have shown that so-
cial networks in Shakespeare's plays mirror those of real
human interactions, particularly in size, clustering, and
maximum degrees of separation (2003). However, as fic-
tions, these networks are shaped not only by sociological
principles, but also by narrative structures. Moretti uses
social networks to examine the plots of three Shakes-
pearean tragedies, and to contrast the structure of chap-
ters in English and Chinese novels (2011). Alberich et al.
(2002) and Sparavigna (2013) also discuss the interplay
between social and narrative constraints on networks. We
emphasize this distinction to look for specifically literary
features of our networks.

Recent papers presented at DH2017 sought ways to
richly quantify the details of one or two plays (Fischer et
al.,2017; Tonra et al., 2017). At another scale, Algee-Hewi-
tt examined 3,439 plays by looking only at the Gini Coe-
fficient of each play's eigenvector centrality (2017). With
our three dozen plays, we attempt to strike a fruitful mi-
ddle ground in the inevitable balancing act between detail
and scale. Each play is considered individually, but at a
level of abstraction which allows rapid and direct com-
parisons.

Creation of social network graphs

Our parser tracks characters present on stage during
speech. This approach is highly extensible: it can parse
any play that follows TEI P5 guidelines for performance
texts. Each speaking character is connected to all cha-
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racters currently present on stage. These connections are
recorded in a network graph, with characters as nodes
and shared speech as edges. Edges are directional, and
weighted based on the number of lines spoken. In future,
we plan to extend our parser to identify the specific ad-
dressees of a character's speech, allowing us to model
more detailed interactions.

To verify that our parser is accurate, we compare our
generated network of Hamlet to Moretti's well-known
handmade model of that play (2011). Despite some minor
differences in peripheral characters like “Servant”, and
our less-minor difference of including the play-within-
the-play, the two networks are highly similar. Our network
graph supports Moretti's reading. Our tool also improves
on Moretti's model by adding direction and weight to each
connection. Although this level of detail turned out not to
be necessary for the basic task of using network graphs
to distinguish between Shakespeare's genres, it may be
useful in future work examining a less homogenous cor-
pus of plays, or in work asking different questions about
this corpus.

Using networks to identify genre
We then use our generated network graphs to test our

central question: whether the social network enacted by
a play's characters can be used as a proxy for features

of the play's narrative content. More specifically, we ask
whether social networks can be used to distinguish be-
tween the dramatic genres of tragedy, comedy, and his-
tory. Using a support vector machine with fivefold valida-
tion, we tested 17 different mathematical features of the
networks. No single feature was independently sufficient
to identify the genre, though graph density came closest
(83% accuracy). However, if features are used in combina-
tion, the network graphs can indeed achieve full accura-
cy. One combination of features which does achieve 100%
accuracy is edges, words, and degree. We are currently
exploring other combinations that might also be capable
of accurately identifying genres.

Discussion
History, comedy, tragedy

The potential utility of graph density in distinguishing
genres is visually obvious when individual comedy and
history networks are compared. Histories feature highly
dispersed networks, with large numbers of very minor
characters, such as “First," “Second,” and “Third" mem-
bers of groups like soldiers and ambassadors, who each
interject briefly in a single scene. Connections form chains
of acquaintance with little overlap, so even the monarchs
have low eigenvector centrality.

Social network graphs of the histories Henry VI, Part 2 and Henry V.

Comedies, in contrast, feature networks with far few-
er characters, in which nearly everybody speaks to nearly
everybody else at some point. Although comedies often
have multiple subplots, these separate stories do not re-
sult in highly-separated networks. We theorize that co-
medic networks are strongly shaped by the plays' final

“resolution” scenes, which bring together the full cast.
The average eigenvector centrality of the characters in
comedies is much higher than in tragedies or histories;
this suggests that many more of the characters in a com-
edy are “important,” reflecting a focus on ensemble sto-
ries.
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Social network graphs of the comedies The Comedy of Errors and A Midsummer Night's Dream.

Social network graphs of the tragedies Othello, King Lear, Macbeth, and Hamlet.
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Graph density is insufficient, however, to fully distin-
guish the tragedies, which feature networks somewhere
between history and comedy in their density. They often
have a dense core with a secondary ring of more periph-
eral characters. What seems to distinguish them is the
existence of the central tragic hero, whose influence di-
rectly touches more of the network than the protagonists
of histories, but whose connections are less intercon-
nected than the ensembles of comedies. These subtleties
are better captured, it seems, by the combined metric of
“edges, degree, and words."

The “problem plays"

We then use our preliminary identification of each gen-
re's features to examine Shakespeare's various contested
genres. Training our model only on the plays for which
there is strong consensus, we applied it to the "Roman
plays,” the "problem plays,” and the “romances" in turn. Of
the Roman plays, all but Antony and Cleopatra are identi-
fied as tragedies by every metric; Antony and Cleopatra is
identified by “edges, words, and degree" as a history and
by “degree, modularity, and density” as a comedy. Of the
problem plays, All's Well that Ends Well is always identi-
fied as a comedy; Troilus and Cressida and Measure for
Measure are both identified as a comedy by all metrics
except for “"edges, criticality, and degree”, which identify
them as tragedies. The four romances, despite visually
unusual networks which support literary arguments that
Shakespeare's writing had grown more experimental at
the end of his career, are identified as comedies by every
mathematical metric. We treat none of these identifica-
tions as definitive declaration of the plays’ “real” genres,
but use them to distinguish between plays whose gene-
ric ambiguity lies in their subject matter, and plays whose
ambiguity lies in their structure.

Conclusion

Our parser successfully and rapidly produces sophistica-
ted social network graphs of TEI plays that can be used
to computationally identify theatrical genre in Shakes-
peare's plays. Thirty-seven plays is a small scale for this
approach: since the parser is highly extensible and can be
used with any plays encoded in TEI, future work need not
be restricted to the Early Modern period. It need not even be
restricted to works written in English. Our networks of the
well-studied works of Shakespeare can provide a baseline
against which to contextualize analysis of these elements
in works for which there is far less critical consensus.
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In working with British colonial records and German
church manuscripts of colonized and missionized lands-
capes in the North American mid-Atlantic, the authors
have grappled with the problem of polynymy in their at-
tempt to create a gazetteer of places. As Presner and She-
pard (2016) have argued, unlike conventional positivistic
approaches to mapping, DH and geohumanities have de-
veloped a rich vocabulary with which to describe and
analyze the human perception of place. Whether through
“"deep maps" that recount the stories of place and expe-
rience or through the multiple layers of temporally inflec-
ted information, the spatial turn has revealed the need to
see the practice of mapping as "arguments or proposi-
tions that betray a state of knowledge.” (Presner and She-
pard 2016, 207). However, whereas there are sophisticated
models of temporal-spatial mapping now available to
DHers working with historical materials, to date little criti-
cal attention has been paid to the place/person variable.
The work of Ann Knowles (and her students) has paved
the way for sophisticated representations of the experien-
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ce of place (Knowles 2008; 2015). In her arguments for a
nonpositivistic geo-practice within the humanities,
Knowles has opened up the field to the "“fuzzy data" of cri-
tical humanistic inquiry. Privileging design over data,
Knowles' prize-winning visualizations of the Holocaust
challenge us to reconsider in sophisticated ways the ex-
perience of landscapes. (Knowles 2014 ) On a similar path,
as Presner and Shepard conclude, virtual reality and ga-
ming allow for an experiential and avatar-based investiga-
tion of dynamic, embodied, albeit presentist, multiple
perspectives of place. Students at Bucknell have already
produced sophisticated critical cartographical visualiza-
tions of the Susquehanna river in the Colonial period that
draw in part on Knowles' perspectives. This paper will ex-
plore the problem of creating a gazetteer of colonized
landscapes, specifically those of the mid-Atlantic in the
18th century, in which the name of a place (toponym)
changes depending on the person or political entity who is
describing that place. In colonized landscapes, there can
be multiple names for one place. Maps of this period are
veritable palimpsests of conquests and defeats; and travel
diaries, mission records and letters contain accounts of
human experience of places that are multiply identified.
The task is made more complicated still when one factors
time into the equation: when competing spatial identities
persist across generations. Using the case study of the
research project “Moravian Lives" we will ask how we can
create a gazetteer of places using authority IDs, when that
very authority is itself the product of apolitical-historical
struggle. "Moravian Lives" is an international collaborative
DH project that aims to make available to the scholarly
and lay community the vast corpus of life writings of
members of the Moravian Church from the mid-18th cen-
tury to today (http://moravianlives.org). Facing the simul-
taneity of multiple names for a place, can we create a sys-
tem of “triples” that satisfactorily reflects the multiple
perspectives and presence or absence of agency of those
who name place? Drawing on the substantial cultural-his-
torical GIS of the Susquehanna river produced by Faull and
a team of Bucknell staff and students that supported the
Department of the Interior designation of the Susquehan-
na River as a National Historic Water Trail in 2012, the Mo-
ravian Lives gazetteer aims to provide the most compre-
hensive place-name resource for researchers in many
fields. The construction of an historical gazetteer for Mo-
ravian Lives involves complexities that arise from not only
the naming of places but also how their spatial identities
reflect respective, concurrent relationships to those pla-
ces by Native American peoples, Moravian missiona-
ries,and colonial representatives. There are multiple na-
mes for a single place as well as multiple understandings
of place names, and these differences depend on who it
was who did the naming. An example of this challenge is
18th-century Shamokin in Pennsylvania. Shamokin was
at that point an Iroquois settlement at the confluence of
the north and west branches of the Susquehanna River,

encompassing the shores of both branches and an island
at the river's fork. To Shikellamy, an Oneida emissary of
the Six Nations of the Iroquois or Haudenosaunee, who
oversaw the Algonquin-speaking nations of the Lenni Le-
nape, Shawnee, and Mahican in Iroquoia (present-day
Pennsylvania and New York), and who lived in the town in
the 1740s, "Shamokin" would have constituted the whole
area of the rivers' confluence. To Count Nikolaus von Zin-
zendorf, the founder of the Moravian Church who visited
Shikellamy in 1742, "“Shamokin" represented an opportu-
nity for Moravian missionaries offered to them by Shike-
llamy in the form of space for a blacksmith's shop and
mission. While the location of that mission was small, it
loomed large in Zinzendorf's interest in founding “Hei-
den-Collegia”, or colleges of the “heathen”, in Pennsylva-
nia. To Conrad Weiser, a German settler and negotiator
between the colonial government in Philadelphia and the
Indian nations, and who worked with Shikellamy on seve-
ral treaties between the Iroquois and the Colonial govern-
ment, "Shamokin" would have represented a strategic and
ultimately military outpost that would become the site of
Fort Augusta during the French and Indian War. These
“Shamokins" co-existed, with Native American, Moravian,
and Colonial inhabitants and visitors relating to it in dis-
crete yet overlapping ways. One byproduct of our work on
the gazetteer could thus be the proposition of authority
lists to the OCLC's VIAF council, thereby introducing and
linking our information where there is currently no match.
In compiling a gazetteer we realize that there is already a
VIAF authority ID for Shamokin that is recognized by the
Library of Congress/NACO but refers to another (modern)
place called Shamokin some 18 miles to the east. (Sha-
mokin, PA VIAF ID: 146606881 (Geographic). We cannot
therefore “re-mint" an authority name for these Shamo-
kins. Furthermore, a part of the 18th century Shamokin is
now Sunbury (the site of Fort Augusta and Shikellamy's
grave) also has its own VIAF ID, (3 Sunbury, PA VIAF ID:
123181256 (Geographic) but, for the historical and cultu-
ral studies scholar, it might be inaccurate, misleading, and
in some ways irresponsible to equate Sunbury with or
consider it as a variant for the historic Shamokin. How can
we recognize spatial multivalence (or “polynymy") in the
Moravian Lives gazetteer? How does the scholar act res-
ponsibly while acknowledging their own potential compli-
city in political-historical renegotiations and multiple cul-
tural understandings of place? In effect, must we not push
back at the idea of *an* authority, and work toward a sys-
tem that recognizes and synchronizes multiple authori-
ties? We propose a two-phased approach to developing
the Moravian Lives gazetteer, which will expand geogra-
phically to places beyond North America and will need to
resolve polynymic complexities in Central Europe, the Arc-
tic areas of Greenland and Newfoundland, the Caribbean,
South Africa and Australia. The first phase involves "stabi-
lizing" all of the place names without giving primacy to any
one of them. Each would be assigned a unique HTTP URI
offering information about each toponym pertinent to its

¢ 372 ¢



own cultural relationships and link to its siblings. In this
way we can push back against the need to choose one
authority (whether it be restoring an indigenous name or
opting among European ones) and demonstrate that these
names are not “same as” or “variants" of the others. This,
in turn, allows us to reflect upon colonial places in a much
more nuanced way that takes into account geographical
features and proximity (viz. ‘Peace huts on the Susque-
hanna', ‘an der Hohle bei Bethel'). It also enriches the com-
panion personography under development for Moravian
Lives. In the visualization already available through Mora-
vian Lives, each person is associated with place using a
single-point Google location (see Figs. 2 and 3); but by
integrating the cultural historical mapping already com-
pleted for the Susquehanna river project, we can now con-
nect these people with better suited vector data referen-
cing each unique place's footprint or range at the same
time acknowledging that our identification involves a con-
sideration of certainty (or “fuzziness") by the editor. Throu-
gh this process, we will strengthen the interlinking of tem-
poro-spatial data within the Moravian Lives project,
weaving together the text-based gazetteer with the ma-
pped data. The second phase is to submit our set of au-
thority files to the OCLC and its VIAF council through a
member advocate (such as the Moravian Archives). Our
work will then be reviewed, assessed against existing
identified geographic places in the VIAF database, and
where appropriate we hope that new VIAF IDs will be min-
ted. In this way we will make these places discoverable to
other researchers considering similarly complex cultural
landscapes.
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Introduction

How humanities scholars communicate their research -
with one another, with interdisciplinary communities, and
with diverse publics - continues to shift with the emer-
gence of new publishing models. We do not understand
enough about why scholars choose to publish in different
modalities, or what the implications of their choices are
for the use, evaluation, and sustainability of research.
Thus, publishing systems and services lag behind the ad-
vance of digital methods and modes of communication.

This paper presents selected results of a multimodal
study of humanities scholars' digital publishing needs.
Building on national survey of humanities scholars in the
United States, initially reported at DH2017 (Senseney et
al., 2017), this paper describes preliminary outcomes of a
series of interviews with humanities scholars who have a
manifest interest in experimental digital publishing. This
study seeks to deepen our understanding of scholarly
goals for digital publication.

Outcomes of this study are guiding the development
of a service model for library-based humanities publi-
shing, as part of the Publishing Without Walls (PWW) pro-
ject (http://publishingwithoutwalls.illinois.edu/). Funded
by the Andrew W. Mellon Foundation, the University of
[llinois Library is leading the PWW initiative in partners-
hip with the Graduate School of Library and Information
Science, the lllinois Program for Research in the Huma-
nities, and the African American Studies Department at
the University of lllinois. PWW aims to develop a scalable,
shareable model for monograph publishing within libra-
ries, with the goal of bridging gaps in current publishing
systems, such as gaps between the complex materials
scholars want to publish and what existing systems can
accommodate, between scholarly practices and existing
publishing tools, and between publishing opportunities at
resource-rich and under-resourced institutions.

This paper focuses on humanities scholars' motiva-
tions for publishing digital, open access, and multimedia
monographs. We explore three central motivations for
digital publishing: (1) the desire to reach diverse audien-
ces; (2) the desire to integrate interactive, multimedia,
and linked evidence; and (3) the desire to publish “living"
documents. These factors have implications for digital
humanities scholars in understanding the impact of di-
fferent modes of sharing, for libraries seeking to support
digital scholarship, for data models underlying enhanced
publications, and for publishing service models.

Methods

This study comprised a set of semi-structured interviews
with humanities scholars. Interview participants were
self-selected from among scholars who had already par-
ticipated in the PWW initiative in some way, whether by
attending publishing workshops or submitting to the new
series. Nineteen interviews have been conducted to date;
more are planned for summer 2018. All interviews are re-
corded and transcribed, and a formal analysis of resulting
transcripts is underway. Participants are all affiliated with
academic institutions. They include faculty, postdoc-
toral research associates, and academic professionals
with backgrounds in humanities disciplines, information
science, and communications.

Three motivations for enhanced digital publishing
Multiple audiences

Scholars turn to open access (OA) monograph publishing
to increase impact by reaching more readers, not only
within their disciplines but also cross-disciplinary peers
and the general public. Visibility and broad dissemination
are established motivations for OA book publishing; evi-
dence suggests that these motivations are rewarded, as
OA books receive significantly more usage and citation
than non-0A counterparts (Emery et al., 2017). Yet, our
study indicates that humanities scholars want more than
to reach large audiences. They want to reach diverse au-
diences, ranging from peers in other disciplines to prac-
titioners, policymakers, and the public. Despite potential
impact, participants acknowledged that certain prevalent
models of OA monograph publishing suffer from a lack of
“institutional weight" and "automatic audiences." Howe-
ver, participants described leveraging their own social
and research networks to promote their work directly.

Interactive, multimedia, and linked evidence

Authors pursue opportunities for representing new kinds of
evidence in new contexts. The potential benefits of multi-
media publishing are largely unrealized in publishing practi-
ce due to the challenges of managing complex digital publi-
cations (Jankowski et al., 2012). Scholars want to integrate
or actionably link to more kinds of evidence, including mul-
timedia sources, interactive visualizations, data sets, and
curated collections. They also want to make their sources
interactive, to allow readers opportunities to visualize, ex-
plore, and assess bodies of evidence while anchoring them
to narrative descriptions and interpretations. One partici-
pant described his primary goal for multimedia publishing
as making evidence “come alive in a narrative history."
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Living documents

Some humanities scholars want to publish what partici-
pants call "living," evolving documents —works-in-pro-
gress that are subject to indefinite change. Participants
value immediacy of entrance into ongoing scholarly dia-
logue, both for obtaining rapid feedback from peers and
for flag-planting. Some participants see self-publication
as a route toward obtaining high-quality peer review more
quickly than through the conventional publication; the
complexity of peer review in interdisciplinary settings —
like the digital humanities — can lead to dilatory, frustra-
ting review processes, which one participant compared to
“the phenomenon of too many cooks in the kitchen," and
which may yield "diluted" end work. The ultimate mani-
festation of a "living" document is a publication that fa-
cilitates ongoing co-authorship, annotation, interlinking,
and revision. One participant described an ideal publica-
tion as an online document that “people can comment
on, that can directly link to its sources and other people
can link to it, that has an attached data set of results that
other people can make use of and check,” and which is
subject to versioning. He described this as an evolving or
living document and noted that, “at the moment, most of
our research papers are dead documents.”

Future work

While openness is a core value of digital humanities scho-
larship (albeit with qualifications see, e.g., Spiro, 2012), it is
not clear how different modes of publication can most effec-
tively open humanities research: to the stratified audiences
identified in this study, to deep interaction with sources, and
to ongoing evolution. This paper describes outcomes of our
study on what humanities scholars need from the next ge-
neration of publishing systems and services, and how this
study is guiding development of a new model for library-ba-
sed publishing that can support and sustain highly diverse
and broadly impactful research products.
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A cultura digital do século XXI tem sido marcada pela
ascensao de um imaginario magico em relagao ao poder
das tecnologias. Por meio de uma produgao monumen-
tal de simbolos, as industrias culturais e a publicidade
das mais diversas empresas de tecnologia tém veiculado
mensagens a fim de relacionar o consumo tecnoldgico
a conquista progressiva da autonomia, da liberdade, da
felicidade e, em ultima instancia, da transcendéncia. Este
imaginario que induz a devogao das tecnologias parece
seduzir as novas geragdes com a promessa da elevacao
dos seres humanos a condi¢ao de semidivindades a par-
tir do consumo fisico e simbélico de produtos e marcas.

No entanto, sob o brilho deste deslumbre, o Estado e
as corporagoes tém se movimentado no sentido de em-
pregar recursos tecnoldgicos de forma sistematica para
aprofundar o controle social de natureza tecnocratica,
de modo que cidadaos e consumidores sao observados
e analisados em sua intimidade. Ofuscados pelo brilho
magico das tecnologias, usuarios entregam voluntaria-
mente informacdes detalhadas de suas personalidades
e experiéncias pessoais para delegar aos algoritmos de
inteligéncia artificial decisdes cada vez mais importantes
de suas experiéncias humanas, tornando-se mais vulne-
raveis a estimulos publicitarios e propagandas ideoldgi-
cas cada vez mais personalizadas e eficientes.

Entre os varios elementos para que o capitalismo in-
formacional lograsse legitimar essa sociedade de contro-
le tecnocratico, observamos uma intensa produgao sim-
bélica nas industrias culturais no sentido de instrumentar
a cultura digital com um fabuloso repertério iconografico
para, primeiramente, exorcizar os temores apocalipticos
que as tecnologias sem limites haviam inspirado na hu-
manidade — sobretudo apds o advento da bomba atomi-
ca e da chamada crise da razao — e, em sequida, substi-
tuir os antigos temores por uma nova devogao aos mitos
tecnoldgicos. Nesse contexto, mitologias ancestrais que
expressavam as maldi¢oes divinas decorrentes da des-
obediéncia de homens e mulheres que ousaram ultrapas-
sar os limites do conhecimento foram esvaziadas e inver-
tidas, de modo que os consumidores contemporaneos,
mais do que apenas perder o medo, passaram a cultuar
esses mitos: da maca proibida do Eden & magao mordida
da Apple, do terrivel Big Brother de George Orwell ao se-
dutor Big Brother da Endemol, da maldicao do monstro de
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Frankenstein a celebracao do génio do cientista impetuo-
so no imaginario do Vale do Silicio.

0 objetivo desta pesquisa é compreender essa dina-
mica de subversao de mitologias empregadas para su-
perar os temores, atribuir uma conotagao religiosa as
experiéncias com tecnologias e, enfim, ofuscar o contro-
le tecnocratico do ecossistema digital. Para isso, sob a
perspectiva da Comunicacao, da Histdria Cultural e dos
estudos de mitologia e imaginacao social, analisamos
um conjunto de simbolos evocados na imprensa, no cine-
ma e na publicidade de empresas de tecnologia contem-
poraneas, situando-as no contexto historico da utilizagao
de arquétipos e mitologias na publicidade a partir do final
do século XX. Como resultado, identificamos um conjun-
to de mitos e imagens arquetipicas manipuladas nas mi-
dias para associar o consumo tecnoldgico ao imaginario
sagrado da superagao do pecado original, da reconquista
do paraiso e da transcendéncia da condi¢cao humana.
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In recent years, the use and development of Podcasts has
significantly grown. Podcasts allow us to listen to topics
we are interested in and learn more about an issue or com-
munity. Podcasts like This American Life, Radio Ambulante
and Latino USA, put at the center of their stories experien-
ces of people and places. Indeed, using audio as a me-
dium to tell the larger stories of our community has proven
successful as signaled by all top 10 iTunes podcasts—5
of which are documentary style. Creating university based
podcast like, Ohio Habla, will allow us to connect and learn

more the Latin@/Hispanic experiences locally, while am-
plifying the voices of the community everywhere. Langua-
ge and cultural studies are in a unique position to utilize
this medium to advance the understanding of how culture
and language is both transmitted and analyzed.

The Ohio Habla podcast is primarily produced by stu-
dents in advanced Spanish language and Latin@ studies
classes together with their professor. Each student plans,
researches, secures a podcast guest and carries out the
interview. Students are able to continue to develop their
written, reading, speaking and listening skills and they are
responsible to produce one whole 30-45 minute podcast.

Ohio Habla is an extension of the digital oral history
project, ONLO (oral narratives of Latinos/as in Ohio), howe-
ver, it focuses topics, rather than life history. On the other
hand, in the case of Latin@ students, they collect family
stories, instead of interviewing a member of the commu-
nity. Podcasting can help document issues that are of in-
terest to our community and potentially be able to share it
more widely. Finding new and real ways to use language
and storytelling is of great benefit to our students, and po-
dcast in the foreign language classroom can accomplish
this. Our own teaching methodology here at Ohio State
encourages second language learners to use the langua-
ge communicatively and in real situations that are as au-
thentic as possible. Podcasting is a great way to use the
language in real and creative ways, and most importantly,
in community—an element that is often left out the foreign
language classroom for various reasons (mainly, time).

Teaching methodologies

As a pilot project, this use of podcasting in the classroom
may pave the way for further research opportunities about
the benefit of podcasting in advanced language courses,
service-learning and heritage language learners. This
course enhancement will also provide students with a
structured opportunity to make deeper connections with
Latino/a campus community, to reflect on that experien-
ce, and to gain interviewing skills that will serve them in
the future. Additionally, students will be instructed in (1)
Language and intercultural skills 2) Organizational and
professional skills through the research of a topic, secu-
ring a guest that can speak about the topic, preparing the
guest with agreed up points of conversation, and prac-
ticing before recording the interview (3) Technical skills
through using recording equipment and editing software.
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What is a literary character made of? To this question, a
pragmatic answer is to say that it exists as a result of
a chain of different linguistic elements, scattered throu-
ghout the text. The aim of this paper is to propose a digital
method for collecting these elements, so as to analyse
their nature, to observe their repartition in texts, and, ul-
timately, to contribute to a deeper understanding of the
functions the literary device called "character” assumes
in a text.

Projects dedicated to named-entity recognition put
a great deal of effort into using Natural Language Pro-
cessing (NLP) techniques for identifying names of peo-
ple, places and organisations mentioned in various types
of discourses, especially political ones, as well as the
co-referential chains built on the basis of these names.
However, in spite of important advances in the field, much
remains to be done in order to train the computer to link
correctly various phrases referring to the same entity,
as well the pronouns pointing to it (see Schnedeker and
Landragin, 2014). In our case, we are interested in such
elements of a co-referential chain that bear characteri-
zation features, and this is, inevitably, a supplementary
complication. In addition, we are interested in certain ele-
ments (eg. “his brother” in the phrase “John is his broth-
er") that are often left aside in named entity recognition,
as performing another functions than strictly pointing to-
wards an entity. Therefore, NLP techniques did not appear
adapted to our needs.

We will therefore resort to “crowd-reading”, as anoth-
er means, offered by the explosion of the digital sphere, to
make sense from texts. Very similar to the crowdsourc-
ing, the crowd-reading asks to benevolent contributors
to annotate a document, bringing in their own view and
understanding, instead of transcribing, or adding in in-
formation based on a (sometimes external) form of au-
thority. Considering the nature of the work to be done, the
crowd-reading appeared as a valid technique in our case.

In a first stage, we submitted a short text (Julio Cor-
tazar "Continuidad de las parques") to the manual an-
notation of a hundred students from our universities.
This brought to the fore the sheer variety of elements
considered to be participating to the characterization of
a literary "person” (nouns and adjectives, of course, but
verbs and adverbs too), as well as the need to dispose
of a controlled vocabulary allowing to understand what
kind of characterization each respondent attached to the
various strings of characters selected as participating to
this function.

In a second phase, we have decided to build an in-
terface, offering a more ergonomic experience to our re-
spondents, and allowing us to extract automatically the
linguistic elements selected, as well as to group them by
categories. Built with XML Mind, this interface is in fact
based on a text lightly encoded with TEI tags, in which
our respondents add, every time they select a string of
characters, an <rs> tag, bearing in addition two attributes:

a @key attribute, defined by each respondent every
time he or she encounters a new character. The keys are
subsequently available for reuse in the rest of the text. We
expect the number of keys to vary considerably from a
reader to another.

an @ana attribute, with a set of constrained values.
Based on another project of character analysis, these val-
ues have been defined in Galleron, 2017, and cover as-
pects such as the ontological type of a character, its sex,
age, family position, nationality, occupation, and so on.

The text submitted to annotation has been changed
for this second experience: it concerns now the "Jardin
aux sentiers qui bifurquent” (“Jardin de los senderos que
se bifurcan") by Jorge Luis Borges. At the date of this
proposal, the second campaign of crowd-reading has not
started yet. We'll have a significant number of answers
before the DH conference. Our respondents will be re-
cruited again amongst the students enrolled in literary
studies in our universities: while they have a certain level
of training in linguistics, literature and poetics, so as to be
able to recognise the type of linguistic elements we look
for, their reading still remains close of the “non-informed",
“amateur” reading of the “man in the street” (see Dufays,
205).

The results will be analysed so as to observe what
kind of linguistic units have been identified most often,
and what kind of values of the @ana attribute have been
mobilised most often. We will further discuss the diver-
gences between the selected elements, and those we
were expecting to be selected. This will allow us, on the
one hand, to suggest a possible use of our interface as a
remediation tool in literary studies, for students with dif-
ficulties in extracting pertinent information from a text, so
as to respond a specific task. On the other hand, we will
advance an hypothesis about the observed distribution of
the most frequent elements of characterization, that are
far to appear where, intuitively, one would expect them to
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be grouped together (so as to “introduce” the character)
as shown by our first campaign of crowd-reading, and by
our own annotation endeavours.
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El 26 de noviembre de 2016 el Congreso colombiano voté
su aprobacion al "Acuerdo final para la terminacién del
conflicto y la construccién de una paz estable y durade-
ra", firmados por el presidente de la Republica Santos y el
comandante del Estado Mayor central de la guerrilla de
las FARC-EP Jiménez. El fin legal del largo conflicto ar-
mado interno puso en marcha la creacion de una nueva
institucionalidad estatal para transitar hacia los necesa-
rios procesos de, que lentamente y entre muchas resis-
tencias ha ido tomando cuerpo en el afio que siguié a la
aprobacion parlamentaria.

Dos de los institutos mas significativos creados por
los Acuerdos de paz son la Jurisdiccion Especial para la
Paz y la Comision para el Esclarecimiento de la Verdad, la
Convivencia y la no Repeticion. Estas instancias se suman
a los esfuerzos de la Comision Nacional para la Memoria
Histérica (creada en 2011) y de distintas iniciativas (regio-
nales y locales, publicas y privadas, académicas, civicas y
gremiales) por recopilar, organizar, preservar y a menudo
hacer publico un complejo acervo de informacién acerca
de la historia y la memoria del conflicto colombiano.

Estos archivos y repositorios — los que ya existen y
los que la implementacion del Acuerdo creera a partir de
los hallazgos de la justicia transicional, la Comision de la
Verdad y las iniciativas de la sociedad civil y organiza-
ciones de derechos humanos — son las fuentes con las
cuales el pais apuesta reconstruir las bases de justicia,
reparacién y no repeticion que deberan sostener el nuevo
pacto social de la nacién.

La situacién no es nueva en el escenario global. Du-
rante el siglo XX y lo que va corrido del XXI, muchas ve-
ces se han constituido archivos de derechos humanos,
de comisiones de la verdad, de memoria de las victimas
al finalizar un conflicto armado interno o una dictadura.
Los ejemplos van desde el Cono Sur latinoamericano &
Irlanda, Surafrica y Guatemala, para citar algunos.

Sin embargo, a diferencia de los casos anteriores,
los archivos del conflicto armado interno de Colombia
se construyeron, consolidaran e interrogaran en pleno
auge de la era digital. Esta circunstancia influye de ma-
nera radical en cuestiones de adquisicion, preservacion,
seguridad y acceso a la informacién, pero también im-
plica dos consecuencias importantes: la oportunidad que
la dimension colaborativa y abierta de los archivos en la
era digital brinda para alcanzar los objetivos de esclareci-
miento de la verdad histérica y judicial, y el protagonismo
que la adopcidn de técnicas y herramientas digitales y de
la informatica humanistica puede jugar para permitir la
efectiva apropiacién social de los datos.

Los archivos de la era digital son intrinsecamente dis-
tintos a sus antepasados. Estos son repositorios participa-
tivos, de-institucionalizados, de acceso abierto, de conteni-
dos digitales, de-localizados, que funcionan en red con otros
archivos y repositorios documentales, capaces de generary
actualizar continuamente sus formas de hacerse accesible
y apropiable por parte de un publico heterogéneo.

El conflicto armado interno dejé detras suyo un enor-
me volumen de datos que, junto con la complejidad de
la gestion de esta informacion sensible, requiere pensar
en metodologias y herramientas tanto archivisticas como
informaticas que aseguren la interoperabilidad de los da-
tos, la seguridad de la preservacién y no obsolescencia
tecnoldgica de la informacion, el procesamiento automa-
tizado (incluyendo la georeferenciacion) de metadatos, el
tratamiento, la transcripcién automatizada y codificacion
de fuentes orales, entre otros aspectos.

El Pensamiento Archivistico critico y las Humanida-
des Digitales ofrecen una matriz epistemolégica y técni-
ca para pensar los archivos del conflicto y gestionar su
informacion propiciando su visibilidad ante la opinién
publica, visualizacion adaptada a las necesidades de dis-
tintos actores, interoperabilidad, traducibilidad en eviden-
cia judicial, entre otros. Se trata de pensar de qué manera
tanto las herramientas como la perspectiva cultural de
las DH pueden contribuir a esta tarea colectiva.

La ponencia presentara los avances del proyecto de
investigacion que, con asentamiento en el Laboratorio de
Cartografia Histdrica e Historia Digital de la Universidad
Nacional de Colombia en Bogota, un grupo de docentes
y estudiantes esta desarrollando sobre las tematicas
descritas, que tiene ademas el propdsito de ofrecer linea-
mientos de politicas publicas en el tema de los archivos
de la historia y la memoria del conflicto armado interno
colombiano en la era digital.

¢ 378 ¢


https://doi.org/10.1515/hssr-2017-0007

Respuestas a evaluaciones — enero 2018

Dos de las evaluaciones sugieren mayor precisién en la
propuesta. Agradezco esta oportunidad para poder acla-
rar que la ponencia presentara los primeros avances de
un proyecto de investigacién que estad apenas empezando
y que discute una materia — la nueva institucionalidad de
Verdad, Justicia y No Repeticion del conflicto colombia-
no - que también ha sido formalizada hace tres semanas
(enero 2018). La participacion en DH2018 durante la fase
inicial del proyecto justamente apunta a encontrar en el
congreso aquella retroalimentacion de pares que no es
posible siempre encontrar en el ambito nacional, donde
las HD se encuentran en un estadio todavia embrionario,
aunque acelerado y entusiasta.

El objetivo principal de la ponencia es por ende pre-
sentar criticamente el caso colombiano como ocasién de
construccion (a veces) y organizacion (a veces, cuando
los repositorios ya existan) de archivos para la recons-
truccion de la memoria, la historia y a menudo la verdad
judicial del conflicto colombiano, en un momento hist6-
rico en el cual la revolucidn digital y la expansion de sus
consumidores/actores abre el escenario a posibilidades,
pero también a desafios no antes conocidos.

Se tendran a la vista archivos que ya existen (i.e.
Centro Nacional de Memoria. “Archivo Virtual de Los De-
rechos Humanos Y Memoria Histérica." http: //www.ar-
chivodelosddhh.gov.co/, los de matriz periodistica como
Verdabierta, los de ongs y asociaciones de victimas, los
de historia oral de los movimientos, ver por ej. Suarez
Pinzon, Ilvonne. “El Archivo Oral de Memoria de Las Victi-
mas AMOVI-UIS: Un Archivo de Derechos Humanos." UIS
y Corporaciéon Compromiso, 2014. https://www.uis.edu.
co/webUIS/es/amoviUlS/documentos/presentacionA-
MOVI-UIS.pdf.), pero también archivos los que se van a
levantar a partir de las nuevas indagaciones e institucio-
nes (p. €j. las instancias de la JEP y de la Comisién de la
Verdad). En la ponencia sera posible referirse a archivos o
datasets mas en detalle, pero seria apresurado indicarlos
en esta fase que es todavia exploratoria. Igualmente,
aunque me interesan especialmente algunos problemas
“técnicos"” (la interoperabilidad y la georeferenciacion), la
intencion de la ponencia es presentar problemas y dis-
cutir desafios, a la luz de una discusion que es algida en
Colombia (Centro Nacional de Memoria Historica. “Politi-
ca Publica de Archivos de Graves Violaciones a Los De-
rechos Humanos, Infracciones a Los Derechos Humanos,
Infracciones Al DIH, Memoria Histdrica Y Conflicto,” Fe-
bruary 2015. http://www.centrodememoriahistorica.gov.
co/descargas/mesasRegionalesArchivos/Politica-publi-
ca-archivos-integrada-20-2-1.pdf).

Los referentes tedricos los he encontrado — como
se indica en el Abstract — en el Pensamiento Archivis-
tico critico (MacNeil, Heather, and Terry Eastwood, eds.
Currents of Archival Thinking, 2nd Edition. Santa Barbara,
California: Libraries Unlimited, 2017; Schwartz, Joan M.,

and Terry Cook. "Archives, Records, and Power: The Mak-
ing of Modern Memory." Archival Science, no. 2 (2002):
1-19; Weld, Kirsten. Paper Cadavers: The Archives of Dic-
tatorship in Guatemala. American Encounters/Global In-
teractions. Durham: Duke University Press, 2014; Centro
Nacional de Memoria Histérica. “Seminario Internacio-
nal Archivos Para La Paz." Centro Nacional de Memoria
Histoérica, 2014. http://www.centrodememoriahistorica.
gov.co/centro-audiovisual/videos/seminario-internacio-
nal-archivos-para-la-paz) y las Humanidades Digitales.
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Hasta hace pocos anos, la Web proporcionaba informa-
cion unilateralmente. Por un lado, estaban las grandes
empresas e instituciones, que eran las que poseian es-
pacio en la red, y por el otro, los usuarios, en actitud re-
ceptora y pasiva. Esa tendencia esta siendo modificada
por el movimiento denominado Web 2.0 que propugna
que todos somos potenciales surtidores de contenidos
y creadores de los registros del conocimiento. La evolu-
cion natural en la sociedad de la informacion se expresa
en la metafora del paso del ciudadano 1.0, consumidor
de recursos, al ciudadano 2.0, creador de recursos, evi-
denciando la horizontalizacién y democratizacion de las
fuerzas que rigen la red. Las Humanidades Digitales son
un resultado de esas transfiguraciones digitales y como
un ambito disciplinar de convergencia cultural e investi-
gativa, dej6é de ser una moda para convertirse en una ur-
gencia para cultura y memoria del mundo.

En Cuba, ya se notan de forma clara las comprensio-
nes sobre la necesidad de fomentar este ambito de teoria
y practica; aprovechando un contexto de crecimiento tec-
nolégico en el pais, en el que empieza a notarse la presen-
cia digital en casi todos los sectores de la sociedad, con
demandas infocomunicacionales y culturales crecientes
y multilaterales. El presente trabajo tiene la finalidad de
compartir los avances mas visibles, asi como las proyec-
ciones hacia lo profesional, lo académico, lo investigativo
y lo institucional, como parte de la agenda de las Ciencias
Sociales y Humanisticas en Cuba.

Se abordan los conceptos de partida de las Huma-
nidades Digitales para Cuba, como un campo interdis-
ciplinar dispuesto para dar espacio a las reflexiones
y practicas suscitadas por los cambios que produce la
introduccion de las tecnologias digitales en el universo
de la cultura y la informacion; con énfasis en el desafio
epistemoldgico y metodoldgico para la articulaciéon de
conocimientos y practicas profesionales y de investiga-
cion que enfrentan las ciencias humanas en el cibermun-
do. Se abordan como una oportunidad de transformacion
sinergética del consumo cultural, cada vez mas urgente,
en tanto se demanda mayor conocimiento de investiga-
dores y usuarios, que a su vez demandan informacion, de

forma activa, en espacios colaborativos.

La manera en que se puede trabajar en las Huma-
nidades Digitales, partiendo de los limites casi precarios
del desarrollo tecnolégico en Cuba, ha creado proyectos
sui géneris. Estos son inimaginables en Europa o en Es-
tados Unidos. Varios ejemplos: la circulacién de USB, tan
comun en el paso de los archivos, crea un sistema de dis-
tribucion de conocimiento muy diferente. Dentro de esos
sistemas de distribucién, hay una relacién politica dife-
rente hacia los derechos de autor que cambia la manera
en que el conocimiento fluye. Se crean también proyectos
digitales que pueden pasarse de maquina en maquina por
USB, muy diferentes a aquellos que se colocan en un ser-
vidor. Se pueden desarrollar nuevas pistas para el analisis
textual, por ejemplo.

En Cuba esto tiene un aspecto politico que no siem-
pre se verbaliza, pero son reconfiguraciones de trabajo en
equipo que transforma la manera en que la investigacion
se ha hecho hasta ahora. Eso cambia la relacién hacia la
investigacion a nivel social y su papel en la formacion de
grupos sociales para el trabajo cultural, ahora mas equi-
tativas. De la misma forma, existen jerarquias que vienen
de la organizacion tradicional del trabajo de investiga-
cion, en la cual el personal técnico se encuentra separado
del investigador y ambos de los bibliotecarios; transitan-
do hacia un modelo colaborativo e interdisciplinar.

Los primeros pasos en Cuba proceden de los afos
90 del siglo XX, marcado por un periodo social comple-
jo en el pais, con la publicacién del primer libro digital.
De forma aislada, varias instituciones académicas y de
investigacion han realizado proyectos de Humanidades
Digitales y finalmente en mayo de 2017, se avanz6 hacia
una estrategia de articulacion, con el primer curso de Hu-
manidades Digitales impartido por profesoras del Labo-
ratorio de Innovacion de Humanidades Digitales (LINHD).
Uno de los resultados de ese encuentro fue la disposicion
de crear iniciativa profesional que articule y visibilice el
trabajo en Humanidades Digitales que se ha venido rea-
lizando en el pais.

Se han identificado algunos focos muy visibles, en
especial el de la carrera Ciencias de la Informacion, de la
Universidad de La Habana, cuyo propdsito es transversa-
lizar las Humanidades Digitales en el campo de las Cien-
cias de la Informacién en Cuba. Ese proyecto, con una
vocacion claramente pedagdgica, comenzé a trabajar
en noviembre de 2016. Las investigaciones resultantes
del primer ano tienen como principio que las Humanida-
des Digitales se interesan por el estudio, preservacién y
acceso a la informacion registrada, objetivos que disci-
plinariamente enfrenta también la comunidad cientifica,
académica y profesional del campo de esta carrera, y que
para ello las Humanidades Digitales se distinguen por el
uso intensivo de métodos de procesamiento automaticoy
semiautomatico, expresados cientificamente a través de
contribuciones en congresos, experiencias en laborato-
rios de [+D+1 y en programas de formacién universitaria.
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Asimismo, el equipo se preocupa por las colecciones
digitales, y en consecuencia por el requerimiento de pro-
tocolos de preservaciéon de sus contenidos, determinados
por funciones y estructuras mas sofisticadas que modi-
fican los procesos de gestidn de esos recursos electréni-
cos a través de métodos globales como open data, linked
data, linguistic link data y TEL

Es un hecho que las bibliotecas digitales clasifican
como uno de los sistemas de informacién mas comple-
jos por la multidisciplinariedad que implican; ademas, por
la convergencia de conocimientos que supone organizar,
difundir y usar informacion en este tipo de repositorios; y
especialmente por las complicadas e interdependientes
multirrelaciones que activa, que llegan a la autotransfor-
macion y a la construccion de contrahegemonias eman-
cipatorias.

Las primeras siete investigaciones del grupo explo-
raron los conceptos de las humanidades digitales en
su multiplicidad y complejidad, las redes profesionales
y los curriculos de humanidades digitales. Ademas, se
realizaron indagaciones mas enfocadas a la solucién de
problemas como el procesamiento de una revista infantil
con caracter patrimonial con el método linked data y la
creacién de un espacio de aprendizaje colaborativo para
estudiantes de Ciencias de la Informacién.

En Feria del Libro de la Habana, a realizada en el mes
de febrero de 2018, se desarrollé6 un programa especial
denominado "Cuba Digital". Libros digitales, aplicaciones
moéviles, conferencias de investigadores nacionales y ex-
tranjeros y proyectos cubanos, entre otros, integraron las
propuestas de ese espacio, que contd con la coordina-
cion de la Editorial Cubaliteraria.

La lista de proyectos e instituciones cubanas invo-
lucradas en proyectos que apuntan a las humanidades
digitales, crece. Un levantamiento preliminar en la capi-
tal destaca los siguientes: Instituto de Historia de Cuba;
la Fundacién Fernando Ortiz con su proyecto Archivo de
la palabra; el Instituto de Literatura y Lingiiistica, dedi-
cado al estudio y descripcién del espaiol de Cuba; el
proyecto www.postdata.club, del Centro Martin Luther
King; la Biblioteca Nacional de Cuba con su catalogo
digital, y el proyecto Mirador, en colaboracién con Info-
med, la red nacional de informacién en salud en Cuba,
enfocado en el rescate de colecciones patrimoniales en
Cubay también aliado del Grupo de Investigacién de Hu-
manidades Digitales para las Ciencias de la Informacién,
de la Universidad de La Habana. Convocados por la edi-
torial digital Cubaliteraria, del Instituto Cubano del Libro,
que lidera la produccion de ebooks y multimedias sobre
literatura cubana.

En el futuro cercano, se proyecta una postura sinér-
gica que aproveche los aprendizajes de las Humanidades
Digitales del Sur, con un enfoque parecido a la realidad
cubanay se articule en una iniciativa nacional o proyecto
de Asociacion de Humanistas Digitales.

Corpus Juridico Hispano Indiano
Digital: Analisis de una Cultura
Jurisdiccional

Victor Gayol
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El Colegio de Michoacan, A.C., Mexico

El proyecto Corpus de derecho castellano-indiano / di-
gital es una propuesta colectiva e interdisciplinaria que
abarca la compilacién, digitalizacion, procesamiento, ma-
croanalisis y publicacion anotada en linea del conjunto de
los textos juridicos vigentes en el marco de la monarquia
castellana entre el siglo XIlIl y principios del XIX. El ntcleo
principal del proyecto es la construccién de un modelo
para el macroanalisis de estos textos juridicos y, en con-
secuencia, la generacion de herramientas analiticas y de
consulta del corpus que permitan comprender la interre-
lacion entre sus distintos elementos semanticos y con-
ceptuales y su transformacion a través de los siglos y asi
proponer una interpretacion de como es que posiblemen-
te funcionaban en el contexto del discurso y la practica
en el orden juridico tradicional de la cultura jurisdiccional,
tanto en el &mbito de la doctrina, del ejercicio de la potes-
tad normativa como en el del actuar cotidiano del aparato
de gobierno e imparticion de justicia.

El proyecto implica diversas conexiones y didlogos
en diversos ambitos. En el &mbito interdisciplinario, entre
los historiadores de la corriente critica (cultural) del de-
recho, lingliistas, humanistas digitales y programadores;
en el &mbito tedrico y metodoldgico, entre dos posturas
acaso antagoénicas en apariencia: la lectura densa y cer-
cana de los textos juridicos hecha por la historia cultural
del derecho a lo largo de varias décadas y la lectura dis-
tante. Lo anterior nos obliga a discutir ciertos principios
tedricos, como lectura densa, tomada por la historia cul-
tural del derecho de la idea de descripcion densa (Geertz,
1973), como sistema capaz de ser leido como texto en
relaciones contextuales, o un nivel mas complejo (Gene-
tte, 1992) y su nocion de transtextualidad. Varios histo-
riadores del derecho han aplicado incluso algo parecido a
la lectura cercana del criticismo literario (Clavero, 1991).
Esto interesa al estudiar el derecho de antiguo régimen
frente a la posibilidad de aplicacion de metodologias
computacionales enfocadas, generalmente, a una lectu-
ra distante (Moretti, 2013) en la busqueda de estructuras
formales mediante el analisis de grandes cantidades de
texto/data. Es justamente necesario pensar en la posibi-
lidad de ensayar no sélo una mineria de texto cuantitativa
sino en aspectos mas cualitativos, modelando campos
semanticos que se transforman histéricamente.

Cabe aclarar que el criterio de seleccion de fuentes
para la conformacion del corpus es complejo y presenta
muchos problemas. Responde a una historiografia que
ha definido el campo de lo juridico en el antiguo régimen
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hispanico como algo mas alla del texto juridico normativo
(entendido como ley). Incluye la doctrina de los juristas
y de los tedlogos por considerarse que la cultura juridi-
ca tiene una estrecha relacion con la doctrina catdlica. El
corpus completo abarcaria tanto normas como doctrina
y costumbre y se consideran textos juridicos producidos
tanto en Castilla como en los territorios americanos de la
monarquia. Por lo tanto, no se trata de un corpus reunido
de antemano en su propia época, sino de un corpus com-
puesto por el conjunto de la comunidad de historiadores
dado que se ha analizado su utilizacién practica a lo largo
de los siglos y en un contexto cultural determinado (Cas-
tilla y sus dominios ultramarinos entre los siglos Xl y
XIX). Tener claro cémo suponemos que se definia un tex-
to juridico en el antiguo régimen es de suma importancia
ya que el interés del proyecto es generar una comunidad
colaborativa de investigacién interdisciplinario que deter-
mine sus elementos semanticos necesarios para poder
caracterizar digitalmente este tipo de textos. Esto es pri-
mordial puesto que son textos completamente distintos
de los literarios o de otra indole que se han considerado,
por ejemplo, en la iniciativa TEI. Dicho de otra forma, el
nodo fundamental del problema es cémo se construye un
corpus histérico juridico particular para que sea util en
las humanidades digitales.

Como la reunion del corpus completo es un proyecto
a muy largo plazo, en una etapa piloto consideramos que
trabajar con los textos normativos puede ser suficiente
para ensayar la propuesta de un modelo flexible y esca-
lable. Ademas, para el caso de los textos normativos ya
existe un ordenamiento y un proceso de digitalizacion
previo de esa parte del corpus. De unas 35,355 normas
referenciadas se han puesto en linea, de manera digital
béasica, 26,831 por un grupo de académicos espaioles
que viene trabajando al respecto desde la década de 1970
y en el que se han ya recogido la mayor parte de las nor-
mas legisladas entre el ano 1020 y 1868.

Por tanto, el objetivo de esta ponencia es discutir los
diferentes ejes de nuestra propuesta teérica: 1) el aspec-
to de surealidad digital, es decir, cudles son los requisitos
para una digitalizaciéon éptima de fuentes juridicas que
se presentan en la realidad de maneras diversas —ma-
nuscritas, impresas, cuyos contenidos varian ortografica
y semanticamente a lo largo de los siglos-, 2) el problema
de qué se concibe como texto propio de la cultura juris-
diccional en el orden juridico tradicional —no sélo los ob-
viamente juridicos en apariencia-, y, en consecuencia, 3)
los retos que implica el disefio de herramientas digitales
propias que permitan el macroandlisis de los textos como
datos masivos. Esto, a su vez, implica un problema mayor
y de fondo que es el de la conexién entre un necesario
abordaje hermenéutico de los textos juridicos (lectura
densa) en una perspectiva de larga duracion —desde la
baja edad media hasta el fin de la edad moderna— para
entender su contexto cultural de sentido, y el reto de pro-
cesar dichos textos entendidos como corpus y en forma

de datos masivos mediante computadora (lectura dis-
tante), no sélo en procesos de segmentacion del corpus
para su visualizacion (nubes de palabras, frecuencias re-
lativas y absolutas, KWIC), sino la posibilidad de ensayar,
sobre todo, un modelado topico semantico con objeto de
reflexionar sobre cual seria un modelo de macroandlisis
adecuado para este tipo de corpus. Finalmente, proponer
un modelo particular para la edicion digital del corpus de
los textos juridicos propios de la cultura jurisdiccional del
orden juridico tradicional.
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In the past ten years, advancements in computing tech-
nology have lent themselves to diverse applications in
teaching and learning such as seen with MOOCS, lear-
ning managements systems, networked collaborative
pedagogy, virtual/augmented reality course modules, and
algorithmic-driven approaches to personalized learning.
While these engagements represent a variety of exciting
(though often controversial) new directions for educatio-
nal technology, the changing socio-technological con-
ditions of our information landscape call for new critical
approaches towards its development and use. Informa-
tion communication technology (ICT) in educational se-
ttings should not only be evaluated according to the way
it supports intended learning goals, but also according
to the type of technological consciousness it produces
in students. In this paper | will draw from methods and
values in participatory design (Simonsen), critical peda-
gogy (Freire; Shor), and the digital humanities (Drucker &
Svensson; Rockwell & Sinclair) to outline a way that aca-
demic technological practices and infrastructure might
be re-engineered to foster more critical and participatory
relationships to digital technology within higher educa-
tion. | will focus specifically on how this approach has
particular value for the teaching and use of writing in un-

¢ 382 ¢



dergraduate and graduate education in that it enables a
praxis-oriented approach to analyzing and designing di-
gitally-mediated rhetorical situations within and beyond
academia. | will then describe KNIT, a digital commons at
UC San Diego that aims to develop a participatory model
of educational technology, and describe the challenges
and opportunities experienced in its development.

Participatory approaches to ICT

The general user has little expectation or ability of being
able to understand or modify the code of ICTs that me-
diate their everyday communicative activities, such as
email, social media, Internet searching, or text editing.
While this lack of critical user participation in software
oversight and production may appear as natural, inevita-
ble, and relatively inconsequential, | will argue that it has
been normalized through corporate technical policies,
cultural myths regarding programming, and the use of
technology in educational settings. To demonstrate the
range of alternatives to passive relationships to software,
| will point to a number of software cultures, projects, and
visions in which the everyday user has greater opportuni-
ty to democratically participate in shaping the technical
functionality and policy of their digital tools. | will argue
that examples such as the Free Software community, the
Platform Coop movement, and Alan Kay's 1968 vision for
Dynabook represent promising alternative software mo-
dels that foster participatory design consciousness in
the general user that could be fruitfully applied in educa-
tional settings. By implementing tools in the classroom
that allow for participatory design and oversight, students
would have the opportunity to experience greater forms
of creative and critical control over ICTs that might lead
them to question the lack of similar rights with regard to
ICTs in everyday life. In this way, fostering participatory
design approaches to digital technology stands as one
promising approach to fostering critical and practical re-
sistance in students to exploitative practices inherent in
everyday ICTs such as dataveillance and algorithmic in-
fluence and manipulation. It also offers the possibility of
turning educational technology into a site for producing
open source ICT alternatives for general public use.

Techno-rhetorical consciousness

Participatory design approaches towards educational te-
chnology also have direct application for writing-intensi-
ve courses in the humanities in that they can help foster
“techno-rhetorical consciousness," or a sensitive unders-
tanding of the way digital technology mediates rhetorical
situations. By providing students with the perspective
and control over ICTs normally only afforded by corporate
or administrative entities, students have the opportunity
to study more directly the way ICTs mediate their intellec-
tual activities and communities, and explore how tech-

nical modifications might help support personal and co-
llective intellectual goals and values. For example, access
to data produced and transmitted through ICTs would
enable students to use text analysis techniques from the
digital humanities to study patterns in their individual and
collective intellectual activities for the purpose of unders-
tanding the social dynamics of knowledge production and
transmission. It would allow them to gain basic familiarity
with algorithmic techniques that have increasing power
in everyday life. And it would also provide students with
the opportunity to experiment with how different aesthe-
tic and algorithmic design features might better support
individual cognitive activities related to writing process or
productive intellectual exchange among students. These
opportunities would not only have rich potential for the
use and development of educational technology itself,
but would also help students consider the way digital te-
chnology mediates the production and transmission of
knowledge and power in everyday life.

KNIT, a digital learning commons

To explore some of these ideas in practice, we have laun-
ched KNIT, a digital commons for UC San Diego and ins-
titutions of higher education in the San Diego area. KNIT
uses the free and open source software package Com-
mons in A Box and thus, unlike many forms of proprietary
software in educational settings, remains open to critical
study and modification by the user community. In the final
portion of my talk, | will discuss how we are using KNIT to
test-drive participatory design practices for educational
technology at UC San Diego and how we envision using it
to give students a leadership position in its development
and governance. | will also discuss the institutional, te-
chnical, and educational challenges of this approach and
provide recommendations and resources for those inte-
rested in experimenting with this method at their home
institution.
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The Research Environment for Ancient Documents
(READ) is an integrated Open Source web platform for
epigraphical and manuscript research. The original goal
of the READ platform was to support scholars in resear-
ching and presenting studies of handwritten documents
and inscriptions preserved in Gandhari language using
the Kharo ht script. Since many of the workflows suppor-
ted by READ are common to epigraphic and manuscript
studies in other textual traditions we wanted to investiga-
te how READ could be generalized to support other wri-
ting systems. This presentation will share the results of
that investigation with examples from English, Aramaic,
Chinese, and Mayan.

Three core components of the READ data model de-
pend on the writing system used by the source material:

1. The link between physical and textual data
2. The constraint mechanism that allows a user to edit

text without disrupting links
3. The sort weight API that allows data in the model to

be displayed in an expected sort order

Part One. The database model underlying READ was
designed to reflect the separate components and layers
of interpretation which manuscript scholars and epi-
graphers typically use in their research (letter forms =>
paleography; graphemic units => phonology; inflectional
forms => morphology, etc.). Furthermore, the model re-
cognizes a continuum of factual confidence beginning
from statements of fact (e.g., the name of a collection in
which an item is kept), to data which may have multiple
or variant interpretations (e.g., the transcription of a sam-
ple of writing). Such variant data is linked back through
the model to original facts. At the crux of this system of
links are the references between segments on an image
each containing an orthographic unit in the writing sys-
tem and the transcription of that unit. Because READ was
originally developed for Kharo hi, an alphasyllabary or
Abugida-type writing system, this link maps image seg-
ments to syllable clusters. Other writing systems can be
supported by mapping the syllable cluster to the appro-
priate orthographic units. This has been tested by map-
ping syllable clusters as follows: English letters, Aramaic
syllables, Chinese logographs, and Mayan syllables and
logographs.

Part Two. READ is intended to be a working environ-
ment for born-digital text editions. A critical feature of

the model is that links created within the system must be
preserved during repeated editing. The editing interface
allows users to modify linked syllable clusters. By cons-
training edits to valid transcriptions of a syllable cluster
defined for the language, READ can keep track of user
edits and prevent links from being broken. Other writing
systems can be supported by defining the valid transcrip-
tion forms for the orthographic units. In most cases this
is less complex than for ak ara-based writing systems.
This has been tested by defining valid orthographic units
as follows: English — Consonants, Vowels; Aramaic sylla-
bles - Consonants, Vowels, Consonant with modifier; Chi-
nese — Logograph; Mayan — Logograph, CV syllable. All
systems also permit orthographic units to be Digits and
Punctuation signs.

Part Three. READ uses custom sort tables to weight
the orthographic units and subunits used by the model.
Having custom sort tables allows correct sorting of Ro-
manized transcription when the expected sort order is
not equal to standard ‘ABC' order. Other writing systems
represented in Romanized transcription with non-stan-
dard sorts require dedicated sort tables. Alternatively,
writing systems represented in native script via Unicode
may be sorted via their Unicode weights. This has been
tested using standard ABC weights for English, custom
weights for Mayan transcription, Unicode weights for He-
brew transcription of Aramaic, and Pinyin sort weights for
Chinese logographs.

The outcome of these investigations has been that
the READ architecture is generalizable, and that the READ
platform could be employed by projects with a focus on
documents in any writing system.
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Overview

This short paper looks into the process of developing the
Latin American Comics Archive (LACA), a project created
by our team at Carnegie Mellon University. LACA combi-
nes ongoing research in the Humanities with digital te-
chnologies as a tool for enhancing access and analysis
capabilities for both scholars and students of these ma-
terials.The curated digital archive includes representative
samples of Latin American comics digitally encoded in
Comic Book Markup Language (CBML), while a technical
foundation combining the open source content manage-
ment system Omeka with TEI Boilerplate offers a custo-
mizable front-end for public or restricted access to the
individual items and curated collections of the comics.
This allows students and researchers access to source
materials and possibilities to collaborate in their explo-
ration, definition, tagging, and annotation for the analysis
of visual and verbal language, cultural and linguistic cha-
racteristics or themes, and a variety of formal categories.

Statement of the problem

Despite the overdue growing recognition of the genre of
comics in academia, the study of foreign/second langua-
ge comics within the United States has encountered spe-
cific obstacles. Primary-source research of Spanish-lan-
guage comics has often proved to be challenging. Among
other difficulties, collections are most often housed in the
source countries, and a desired piece of documentation
may sometimes be in libraries hundreds or thousands
of miles away. Items may be both in public and private
hands, and access to certain items is often highly res-
tricted due to their fragility, rarity, and value. Oftentimes,
specific documents aren't cataloged in the archives' con-
tainer lists, making the identification, location, and access
of relevant materials problematic. When using traditional
research methods, these challenges have to be confron-
ted and resolved by the researcher, who works in isolation
with the source documents. Many of these issues also
generate constraints in the realm of teaching, where the
limitations to the access of sources restricts course con-
ceptualization and implementation, and where students
don't usually have much agency or opportunities to en-
gage in larger debates and conversations with other stu-
dents or scholars of Latin American comics.

Digital tools have the potential to facilitate or solve
many of these issues for research and teaching of this
important cultural and literary medium. Indeed, they have
the ability to address precisely the core values that Spiro
(2012) associates with work in the Digital Humanities --
openness, collaboration, diversity, experimentation, colle-
giality, and connectedness. These tools can, for instance,

create optimal opportunities to view and use some of the-
se sources online, thus granting access to an audience
who may never have had the chance to see them in the
"analog" era, and opening and expanding the possibilities
for a richer and deeper type of collaborative research. Our
goal is to expand the possibilities of using Spanish-lan-
guage comics by identifying and piloting the use of digi-
tal tools with which digital copies of representative Latin
American comics can be made, accessed, and annotated
in collaboration with students and scholars. Our focus is
on developing an archive of sources that scholars and
students can use for analysis, interpretation, and research
employing digital tools.

Critical Context

LACA seeks to insert itself in the broad scholarly landsca-
pe created at the intersection of comics scholarship (e.g.
Priego, 2016; Walsh, 2012), visual ontologies and comics
(e.g. Bateman et. al., 2017; Turton, 2017), work done to
encode comics elements (e.g. Dunst et. al., 2016; Haidar
and Ganascia, 2016; Kuboi, 2014), and work on the value
of comics as a pedagogical tool (e.g. Brooks, 2017).

Methodology

Given the team's expertise in Digital Humanities (DH) and
Digital Scholarship, and with the support of an institutio-
nal Mellon DH seed grant, the project was initiated in the
summer 2016. LACA was modeled after existing specia-
lized collections such as MIT's Comics and Popular Cul-
ture archive, UNAM's specialized online resource http://
www.pepines.unam.mx/, and the Grand Comics Databa-
se (GCD) with the purpose of combining the PlI's ongoing
research and teaching experience on Spanish-language
Latin American comics with the use of DH tools to create
an environment enabling students and scholars to have
access to and collaborate in the analysis of the digital
materials. At the current stage, LACA includes a small di-
gital sample of Latin American comics produced throu-
ghout the last century, provided through a combination of
previously digitized materials, materials we scanned, and
those provided by authors themselves.

The presentation will detail three parts of the project:

1. Curating the comics and creating the archive;

2. Creating the online Metamedia platform to house
digitized sources for the research and teaching of
Spanish-language comics through student/scholar
collaboration;

3. Piloting and implementing the digital archive for re-
search and teaching.

Insights/Results

LACA was piloted at CMU over the past year as an instru-
ment in courses for undergraduate students of Spanish
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language and culture. Students and faculty collaborate in
the analysis and CBML coding of the comics. In the pro-
cess, students learn the basics of TEl and CBML, as well
as critical approaches to Spanish-language comics, and
their work contributes to the availability of comics on the
site. Students are also able to develop integrated textual
and visual competence, knowledge, and skills. The pilot
courses provide initial evidence that coding the comics
facilitates students' attention to details, notice of pat-
terns, and, in general, collaborative advancement in the
analysis and understanding of the linguistic and cultu-
ral elements contained in the comics. At the same time,
it also helps students keep in mind communication to a
wide public audience. The Pl has benefitted from the ad-
ditional opportunities afforded to glean information about
students’ progress toward cultural, linguistic, visual, and
digital literacy. Thus, it is suggested that LACA could be of
use and applicable to other courses in Hispanic studies,
Modern Languages, and the Humanities.

We intend to make LACA publicly available for use as
a hub where students and scholars interested in experi-
menting with the inquiry of Latin American comics can
interact. This would help transform and expand the sca-
le of traditional research methods used, and could open
new modes and possibilities for text analysis that can be
employed into the realm of student agency and learning.
However, as we advance in the process to attain this goal,
we acknowledge that IP/copyright permissions remain
a challenge. Some creators have granted permission to
distribute their works; others will only be used as part of
course materials. Despite this, we think it is important to
keep in mind Walsh's (2012) point that “nothing prevents
a scholar from applying CBML markup to any text as part
of a strategy for reading, interpretation, and analysis. The
end goal of markup is not and should not always be publi-
cation of a digital surrogate. The encoding of a text may
be a rigorous intellectual activity that has great value as
process, not just as product.”
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Introduction

The transcription of handwritten historical documents into
machine-encoded text has always been a difficult and ti-
me-consuming task. Much work has been done to alleviate
some of that burden via software packages aimed at ma-
king this task less tedious and more accessible to non-ex-
perts. Nonetheless, an automated solution would be a wor-
thwhile pursuit to vastly increase the number of digitized
documents. As part of a continuing effort to expand the
footprint of digital humanities research at our institution,
we have embarked on a project to automatically trans-
cribe and perform automated analysis of Medieval Latin
manuscripts of literary and liturgical significance. Optical
Character Recognition (OCR) is the process of converting
images containing text into a machine encoded document.
Recent advances in artificial neural networks have led to
software that can transcribe printed documents with near
human accuracy (LeCun et al.,, 2015). However, this level
of accuracy breaks down when working with handwritten,
and especially cursive, documents except when applied to
restrictively specific domains.

Neural networks that are trained for this task requi-
re thousands of labeled examples so that their millions of
parameters can be optimized. While there are thousands of
high-quality scans of manuscripts available on the Internet,
very few of these documents have been annotated for OCR
tasks, and there is only a limited selection of ground-truth
data which is annotated and segmented at the word-level
(Fischer et al., 2011; Fischer et al.,, 2012) . There is no data
available that provides annotations at the character-level.
Normally, machine learning researchers would outsource
the production of this ground-truth data to a platform such
as Amazon's Mechanical Turk service, which allows crowd-
sourcing of human intelligence tasks. This is not an option
for transcribing Medieval manuscripts, because it requires
domain specific expertise. We put together a team of expert
Medievalists and Classicists to generate the ground-tru-
th data, and we have been developing a software platform
that breaks the tedious task of producing pixel-level training
data into more tractable jobs. The goals of this software go
beyond just Latin manuscripts: it can be used to generate
source data for any machine learning task involving docu-
ment analysis. We are releasing it publicly, as free and open
source software, in hopes that others can also use it to ge-
nerate data, and help bring further advances in machine
learning for handwritten text recognition.

Related work

State-of-the-art solutions to handwritten digit recog-
nition on the MNIST dataset have achieved accuracies
greater than 99% and have led some to declare handwrit-
ten OCR a solved problem (Wan et al., 2013). However, Co-
hen et al. have shown that adding the English alphabet to
the dataset drops accuracy by more than 20% even when
using the same methodology (Cohen et al., 2017). Some
of the difference can be attributed to the fact that cha-
racters like “1", "I, and "“1" are often ambiguous without
context --- especially when handwritten. To combat this,
many handwritten text recognition algorithms will often
use recurrent neural networks that look at the whole word
and utilize a language model to overcome ambiguities
(Fischer et al., 2009; Sanchez et al., 2016). Additionally,
Convolutional Neural Networks (CNN) have been shown
to have promise in segmenting biomedical images, which
are also difficult to ground truth (Ronneberger et al.,
2015). A similar approach could be used to segment in-
dividual letters in manuscripts. Incorporating human per-
formance information into the machine learning process
has been shown to improve the accuracy of tasks like
face detection (Scheirer et al., 2014). We hypothesize that
incorporating a human weighted loss function will lead to
similar improvements in this task as well.

Workflow

Currently the software runs in Google App Engine using
high-resolution source images. We are in the process of
setting up the software to be run in a vagrant environment
to make it available for local environments. The vagrant
script will provision a Virtual Machine, either locally or to
the cloud to serve the software and configure it to work
with a user-provided library of documents. In either case,
transcribers can access the software via a web browser.
The user then proceeds to segment the document by lines
and words by drawing bounding boxes, and characters by
drawing over them. It also collects text annotations of the
text at the word- and character-level. It stores all the in-
formation in a MySQL database.

Line and word level

Our process starts by having experts segment the docu-
ment into lines. Transcribers use a modified version of the
Image Citation Tool from the Homer Multitext Project to
quickly break the document down into CITE URNSs repre-
senting each line by drawing boxes around them (Blac-
kwell and Smith, 2014). After all the lines are selected the
process is repeated for each word. A screenshot of these
processes is shown in Fig. 1.

¢ 387 ¢



Figure 1: An example of the interface for selecting lines and words. Manuscript: Einsiedeln, Stiftsbibliothek, Codex 629(258), f.
4r — [Jacobus de Voragine] Legenda aurea sive lombardica (http://www.e-codices.unifr.ch/en/list/one/sbe/0629)

Pixel level annotation

After segmenting the document into words, our software
prompts the expert to segment and annotate each word
letter by letter. Instead of using a bounding box, we have
the user trace over each character in the word using a pen
tool. This gives us a pixel-by-pixel segmentation of the

image that can be used to train a CNN to segment the
characters automatically, much in the same way segmen-
tation models are trained for other computer vision tasks
(Ronneberger et al., 2015). At this stage the expert will
also select which letter best represents each character
from an array of buttons, as shown in Fig. 2.

Figure 2: An example of the tool used to collect pixel level ground-truth at the character level.
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Psychophysical measurements

The final stage collects psychophysical measurements
of the human process of reading. The software brings
up individual characters, as shown in Fig. 3, and asks the
transcriber to pick an annotation for a character without

word context. They will also be asked to select the diffi-
culty of each character. The software also records how
long it takes for the user to submit an answer and com-
pares whether the user selected the same character that
was selected during the word-level annotation.

Figure 3: A screenshot of the psychometric data collection stage.

Outcomes

The software produces a segmented image for each do-
cument that can be used as training data for machine
learning-based segmentation. Furthermore, it provides
the pyschophysical measurements on the reading diffi-
culty of each character. We also designed it to produce
word-level segmented data in a similar format to the IAM
Historical Document Database (Fischer et al., 2012; Fis-
cher et al., 2011). Finally, the user will be able to export the
transcribed document into a standard markup language
such as TEI.
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El objetivo del sistema es facilitar el estudio sistematico
de los libros anunciados en la Gazeta de México, primera
publicacion periddica de América. Esta publicaciéon, que
imprimié su primer fasciculo en 1722, ofrecia en algunos
numeros informacion sobre las novedades bibliograficas
de la época.

Estas notas incluian menciones de titulos, nombres
de autores e impresores, ubicacién de las imprentas y lu-
gares de venta de los libros, entre otros (imagen 1).

La informacién de las novedades fue enriquecida
con un proceso de investigacion documental en el que
se identificaron 32 campos distintos tales como: catalo-
gos en los que se encuentra registrada la obra anunciada,
disponibilidad en pdf, cargo o profesion de los autores,
archivo de autoridad virtual internacional de los mismos
(VIAF), pagina exacta del anuncio, precio de la obra, idio-
ma, asignacion tematica sistematizada, entre otros.

Imagen 1. Anuncio de libros en la Gazeta de México, 16
de septiembre de 1807

La propuesta tiene dos propdsitos principales. Por
un lado, representara uno de los catalogos digitales mas
completos de las obras novohispanas del siglo XVIII. El
Catalogo de impresos Novohispanos (1563-1766) coor-
dinado por Guadalupe Rodriguez, por ejemplo, Gnicamen-
te contiene 505 registros. Por otro lado, el estudio de las
gacetas de México se ha abordado, hasta ahora, desde
dos perspectivas: tratarlas en su generalidad (Drwall,
1980; Ruiz Castanada, 1969, 1970, 1971); o bien, referirse
a la representacion de algin tema especifico en sus pagi-
nas (ver Guedea, 1989, 1991). En este sentido, el proyecto
Ciudad letrada: la Gazeta de México y la difusion de la
cultura impresa durante el siglo XVIII, permite un nuevo
acercamiento a las gacetas de México como fuente de la
cultura impresa de la época.

A esto se auna el hecho de que ha sido disefada
como una herramienta que apoye en las tareas del in-
vestigador interesado en los impresos de aquel siglo. El
modelo de la base de datos, es del tipo Entidad-Relacion.
Para acercar a las personas a esta informacion se utili-
z6 la plataforma Omeka 2.0, donde los vinculos se cons-
truyeron con el complemento llamado ItemRelations y la
prueba de concepto puede ser consultada en: http://san-
dbox.colmex.mx/~silvia/omeka25/.

El procedimiento para integrar los datos que contiene
la base, implicé la revisién de cada uno de los 1370 fas-
ciculos durante los 42 afios de edicion de la Gazeta con
el fin de identificar los anuncios de libros nuevos. La in-
formacion de cada uno de los anuncios se complementé
con datos bibliograficos obtenidos de bibliografias espe-
cializadas y catalogos de bibliotecas con el propésito de
enriquecer la informacion original y hacerla mas til. Esto
dio como resultado la identificacion de 1872 anuncios
de libros y folletos, publicados entre los afos de 1657 y
1809; es decir, libros en un rango de centuria y media que
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jamas habian sido identificados sistematicamente, por lo
cual hablamos de una base de datos inédita.

Entre las caracteristicas especiales de este desa-
rrollo caben destacar las multiples formas de explorar
y acceder a los registros. Entre ellas: la exploracion por
etiquetas, por indices, por mapa de ubicacién de impren-
tas o lugares de venta, navegacion hipervinculada de los
resultados y de cada registro.

La busqueda por etiquetas ofrece una vista de pajaro
sobre los temas mas frecuentes, los cuales fueron desa-
gregados de su forma clasica (es decir en triadas) para
permitir exploraciones mas granulares.

Imagen 2. Fragmento de la nube de etiquetas

Por otro lado, los indices fueron generados con el
complemento 'Reference’ desarrollada para Omeka por
Daniel Bertherau. Estos indices permiten una navegacion
exploratoria de los temas, autores, impresores, afios de
publicacion, lugares de impresion y de venta, etc., orde-
nados alfabéticamente junto con sus ocurrencias (ima-
genes 3y 4).

Imagen 3. indices disponibles para busqueda
sistematica

Imagen 4. Ejemplo de un indice (impresores)

Los mapas se crearon utilizando Carta, un comple-
mento de AcuGis. En ellos se puede observar la distribu-
cion y concentracion de imprentas (imagen 5) y lugares
de venta (imagen 6) y de esta forma identificar los espa-
cios clave de la Ciudad Letrada.

Imagen 5. Ubicacion de imprentas en la Ciudad de
México, siglo XVIII

Imagen 6. Librerias y otros lugares de venta

Por ultimo, con navegacion hipervinculada nos referi-
mos a que sobre cada metadato se puede pulsar (imagen

7) para desplegar otros registros con esa misma caracte-

ristica (imagen 8).
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Imagen 7. Despliegue de registro con datos
hipervinculados

Imagen 8. Despliegue de registros coincidentes (mismo
autor)

Por mencionar un ejemplo de uso, imaginemos el
siguiente escenario: digamos que el usuario explora el
mapa de lugares de venta y abre la ubicacion del Colegio
de San lldefonso (como en la imagen 6), al pulsar sobre
el hipervinculo que dice ‘Libros impresos en esta ubica-
cion', el sistema despliega la lista completa de registros
de la base que se vendian en ese lugar; en el despliegue
de estos datos (imagen 9), se observa que todos son li-
bros seculares y relacionados con las ciencias y la edu-
cacion. Esto es interesante, si se considera que la mayo-
ria de los registros son de contenido religioso y casi todos
los puntos de venta ofrecian en mayor cantidad obras de
esta naturaleza y podria guiar al estudioso del tema ha-

cia nuevas preguntas como ;todos los colegios vendian
libros seculares?, ;qué otros puntos distribuian obras de
esta indole?, ;por qué es mas dificil encontrar el nombre
de los autores de estas publicaciones?, etc.

Imagen 9. Libros a la venta en el Colegio de San
lldefonso

Cabe mencionar que se identificé un conjunto consi-
derable de obras de caracter técnico o cientifico, algunos
diccionarios generales y especializados, varios textos li-
terarios vy, principalmente, obras de contenido religioso,
historico, biografico, dogmatico y devocional.

Para concluir, consideramos que este desarrollo po-
sibilitara a los interesados en impresos del siglo XVIII
nuevas vetas de investigacion a partir de la informacion
sistematica que incluye. En particular, resultara util para
tratar asuntos relacionados con autores, impresores y
comerciantes del libro en México durante el siglo XVIII.
Ademas, ofrece la posibilidad de indagar sobre los me-
canismos de propaganda de este bien cultural, asi como
saber en qué lugares se conservan ejemplares de estos
documentos actualmente o, tener acceso a versiones
electronicas de ellos, en varios casos.
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Para responder cuales han sido las tendencias de la cir-
culacion de la literatura de México hacia otros espacios
linglisticos, se partié de los datos disponibles en la Enci-
clopedia de la literatura en México (ELEM, www.elem.mx)
para realizar un estudio de las traducciones de obras de
escritores mexicanos, escritas en espanol y traducidas a
33 lenguas (incluidos los 7 idiomas indigenas del pais de
los que hubo al menos un registro). En esta presentacion
breve, daremos cuenta de los resultados de una investi-
gacion en curso sobre el modelado y puesta en mapa de
estos datos.

En México, el estudio cuantitativo de las traducciones
de la literatura nacional tiene un antecedente emblema-
tico en la obra pionera de José Ignacio Mantecon, indice
de las traducciones impresas en México, de 1959. En este
trabajo se recopilaron 544 traducciones hechas en Mé-
xico en ese afio, y se registraron aspectos tales como el
género al que pertenecian, lo que permitié derivar conclu-
siones como el hecho de que el grupo mas representativo

de traducciones lo constituian las obras literarias (35%),
de las cuales un 13% eran libros infantiles (Mantecon,
1959: 14, 18). Sin embargo, ademas de que este trabajo
no ha sido replicado, este estudio s6lo da cuenta de las
traducciones al espafiol como lengua meta.

Otra referencia, en la que se perfila el objetivo de
nuestra investigacion —el estado de la traduccion de la
literatura de México— se encuentra en la introduccién que
hace Rosenzweig del intercambio epistolar entre Alfonso
Reyes y el traductor al checo Zdenék Smid. En ésta se lee
lo siguiente:

Salvo excepciones, la literatura mexicana, al igual que
la latinoamericana, se comenz6 a traducir a comienzos
de los afos treinta del siglo xx. Inicialmente se hicie-
ron traducciones al inglés y al francés; en un segundo
momento, impulsadas por el francés, a otras lenguas
europeas como el aleman, neerlandés, checo e italia-
no. Las primeras novelas mexicanas que se tradujeron
fueron Los de abajo y Mala yerba de Mariano Azuela; E/
aguila y la serpiente y La sombra del Caudillo, de Mar-
tin Luis Guzman; El indio, de Gregorio Lépez y Fuentes;
y ijVamanos con Pancho Villa! de Rafael F. Muiioz. (Ro-
senzweig, 2014: 13)

No obstante, este extracto carece de referencias
numéricas exactas y tampoco responde quiénes fueron
esos primeros traductores al inglés, cudando comenzaron
exactamente las traducciones al francés o cuando a otras
lenguas europeas. Y es que, a excepcién de algunas listas
de idiomas especificos —como los 327 registros de obras
de la literatura mexicana traducidas al inglés en Estados
Unidos (Boyd, 2012); el catalogo analogo de 99 registros
de obras traducidas al aleman (Kiipper, s.f.); o la lista de
las traducciones al italiano (Tedeschi, s.f.) — no existe nin-
gun compendio que ofrezca el panorama completo de la
proyeccion de la literatura mexicana en un sentido global.
Por tal razén, la bibliografia de mas de 1500 traducciones
de la ELEM es una base de datos Unica en su tipo de la
que es necesario expandir sus posibilidades heuristicas.
Pero antes, algunas palabras sobre esta enciclopedia.

La ELEM comenzé a organizar el conocimiento en
torno a la cultura literaria de México (oral y escrita) des-
de 2011, cuando fue creada. Cuenta con los registros de
13,040 personas (autores, traductores, investigadores li-
terarios) y mas de 40,000 obras impresas (primeras edi-
ciones), que conforman una bibliografia general de Ia li-
teratura en México, la cual abarca casi Vv siglos de cultura
literaria. Entre sus prioridades se encuentra el registro de
las obras traducidas a otros espacios linglisticos con el
propdsito de observar, a través de las lenguas meta y los
paises del mundo en que son impresas, el grado de re-
cepcion de la literatura del pais.

Por esto, emprendimos un trabajo colaborativo y
transdisciplinario en el que se plantedé un modelado de
los datos disponibles en la enciclopedia (ver Imagen 1)
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bajo el concepto de puesta en mapa (en analogia de la
puesta en pagina del mundo editorial) y en consonancia
con la linea de las Humanidades Digitales denominada
spatial humanities. En este caso especifico, designa al
desarrollo de una interfaz que permite captar geopoli-
ticamente la circulacion de la literatura de los autores
mexicanos que escriben en espaiol (con algunas tra-

ducciones indirectas) hacia 19 lenguas indoeuropeas, 7
lenguas indigenas de México, ademas de estonio, eus-
kera, finés, hebreo, hingaro, japonés y turco. El corpus
del que partimos contempla un universo de 1658 prime-
ras ediciones que se desdobla, a partir de las reimpre-
siones y reediciones de muchos titulos, en un total de
2088 objetos.

Imagen 1. Estructura de la base de datos

En un primer acercamiento, nos interesé indagar las
relaciones espacio-temporales de las obras traducidas
para responder las siguientes preguntas:

+  ¢Qué autores o géneros han sido los mas traducidos?

+  ¢Enqué anos?
«  ¢En qué geografias?
+  ¢Aquéidiomas?

Imagen 2. Perspectiva general de la puesta en mapa
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Para facilitar la exploraciéon de estas relaciones, se
cre6 un prototipo de interfaz interactiva que permite ini-
ciar investigaciones a partir de la puesta en mapa de los
datos. El cédigo en desarrollo de este prototipo se en-
cuentra disponible en GitHub (Gutiérrez, 2017) y su ver-
sion para consulta estara en: http://elem.mx/estgrp/da-
tos/1335.

Se describen las etapas de desarrollo a continuacion.
A partir de una consulta SQL a la base de la ELEM se cred
un archivo separado por comas (csv) usando un script
de Python (parser.py en el repositorio de GitHub). Estos
insumos fueron transformados para obtener un formato
adecuado para el consumo en Javascript: JSON. Para la
arquitectura de la aplicacion web se usé una herramienta
para hacer empaques o bundles llamada Webpack (ht-
tps://webpack.js.org/). La biblioteca usada para la crea-
cion del mapa es una herramienta de cddigo abierto lla-

mada Leaflet en su ultima version 1.2.0 (http://leafletjs.
com/). El desarrollo de la aplicaciéon se puso en marcha
en Javascript para la interfaz ya que la informacién, por el
momento, existe de manera estatica. En el futuro, cuando
se integre con la base de datos con la dorsal final o back-
end, serd deseable que las consultas de datos se realicen
desde este punto y se exponga un end-point adecuado
para el consumo.

La interfaz pretende facilitar la visualizacion e in-
teraccién con los datos de la base, asi como el analisis
exploratorio de los mismos (Behrens, 1997). Los usua-
rios podran elegir filtros tales como: lengua meta, género
literario, afo de la traduccidn y, explorar los registros por
ubicacién geografica. Ademas se provee de la siguiente
informacion sobre los objetos: titulo de la traduccién, au-
tor/a, traductor/a, editorial de la traduccion y titulo origi-
nal de la obra.

Imagen 3. Perspectiva del filtro: narrativa/inglés/1945-2017

Uno de los potenciales usos de esta herramienta
puede ilustrarse a partir del siguiente ejemplo en el cual
se uso el filtro de idioma (inglés), el de género literario
(narrativa) y el rango de afios de edicion (1945-2017). La
vista de los datos nos permitié observar un comporta-
miento no previsible. El titulo Kill de Lion! fue editado en
México, D. F, en inglés. Es decir, el espacio geografico no
corresponde necesariamente con el espacio lingtistico,
como se hubiera podido suponer en un principio.

Los especialistas e interesados en la cultura de la
traduccidn literaria podran contar con una visiéon de con-
junto para realizar analisis e interpretaciones mas minu-
ciosas sobre la circulacién de la cultura literaria de Mé-
xico a través de sus traducciones. Ademas, la puesta en
mapa se ira actualizando conforme a las actividades de
catalogacion de la enciclopedia, lo que permitird un acer-
camiento a las traducciones hacia otras lenguas ain no
contempladas hasta ahora. Asimismo, los interesados en
los contactos entre lenguas contaran con los insumos
para poner en perspectiva las relaciones digldsicas, tras-

ladadas a la cultura impresa, entre lenguas hegemonicas
y lenguas minorizadas a partir de la traduccién.
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Background

The infrastructures that we use to navigate the world
often become invisible as they become indispensable
(Bowker and Star, 2000). However, critical examination
of information systems is necessary to understand their
implicit biases, and the ways that they invite some types
of engagement and restrict others. Structures of power
continue to be replicated in the ways that technologies
are deployed in our lives (Noble, 2016; Tufekci, 2016), and
the inability to access and assess the standards which
make digital communication possible risks the uncritical
perpetuation of those power structures (Drabinski, 2013).
The moments of rupture, when an established system
takes on a new facet with unintended consequences, can
be an important moment of visibility, where we are able
to reveal its ideological foundations, and the ways that
its users adapt their own behaviors to it, or push back
against its uncomfortable constraints (Raley, 2006; Mari-
no, 2007). The introduction of emojis to the Unicode Stan-
dard, and their widespread adoption over the decade from
2006-2017 is one such moment of transition.

Scholars of standards and standardization argue that
the input of users is necessary for a standard to meet the
needs of those users (Foray, 1994), and while the process
of adding content to the Unicode Standard remains rigid,
the unicode.org website provides an explicit record of the
development and evolution of the face that Unicode pre-
sents to its users, and is able to be read as a text which
reveals the contemporary state of Unicode and the cultu-
ral ideologies which shape it.

Methodology

While major language- and script-based additions are
made with each update to the Unicode Standard, my analy-
sis focuses on changes to the unicode.org website, and its
role as an intermediary document between the Consortium,
the Standard itself, and everyday users. The introduction of
emojis in various updates to the Standard has resulted in
changes to the content and structure of the unicode.org
website that reflect an increased engagement with end
users, which | argue is the result of increased semantic
value of emoji characters for the user', as compared to

1 A notable exception to this semantic shift is written Chinese, which
is already a semantic-character-based language, as opposed to syl-
lable- or alphabet-based, as are the rest of the world's major lan-

an individual character in a language's written script. It is
my intention, through this analysis, to describe the types
of changes that happen to the governing body and pub-
lic documents of Unicode as major changes happen to the
Standard itself.

A timeline was created of the dates of major updates
to the Unicode Standard since its introduction in 1991,
using the official release dates for updates to the Uni-
code Standard as maintained by the Unicode Consortium.
| cross-reference this document with the rollout of each
new version by the major platforms?, with a particular em-
phasis on updates featuring new emoji characters, begin-
ning with Unicode 6.0 in 20103,

With this timeline in mind, | scraped the unicode.org
domain using Python and the Beautiful Soup* library to
collect the URLS of all the unique pages under the parent
domain, as well as a table of links between those pages.
This serves as a source-target list for the creation of a
network visualization of the unicode.org domain, using
the network visualization software Gephi.® This process
is repeated using archived versions of the unicode.org
site, available from the Internet Archive's Wayback Ma-
chine®, resulting in several structural snapshots of the
unicode.org website over time, which can then be overlaid
and compared to one another to note particular areas of
change within the site.

Additionally, using points of change within the site
structure as a guide, | also collect and code page content
data to reflect the type of changes made to those pag-
es during each major update. This coding is done on two
axes: The first labels each change as being content- or
structure-based (eg. adding text or links to a page, re-
spectively), and the second designates which aspect of
the Standard and/or Consortium is being addressed by
the change. Examples of this second type of labelling
would be “Emoji," "Membership,” "Meta-Documenta-
tion,” or “Language Scripts." This coding is done in two
phases— an initial survey of this data in order to formally
create labelling categories, and then a closer examination
of the updates to apply those labels.

guages. Thomas S. Mullaney gives a thorough historical analysis of
the implication of this on text-encoding technologies in The Chinese
Typewriter (MIT Press, 2017).

2 https://unicode.org/emoji/format.html#col-vendor lists the major
“vendors" of emojis, or platforms with proprietary visual displays of
emojis. These vendors are Apple, Google, Twitter, Facebook, Face-
book Messenger, Windows, and Samsung.

3 While the first major batch of emojis were incorporated into Uni-
code in 2010, and the first official "Emoji 1.0" release was in 2015,
work has been done within the standard since late 2006 to consider
the addition and management of emoji-like characters within Uni-
code— hence the specific 2006-2017 emphasis of this research.
(https://www.unicode.org/reports/tr51/#Introduction)

4 https://www.crummy.com/software/BeautifulSoup/

5 http://gephi.io

6 https://web.archive.org/
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Discussion and next steps

This research project addresses issues of digital infras-
tructure from a unique angle: one that considers the so-
cially-constructed nature of technology, as well as the
meta-narrative of maintenance and upkeep of a system
that has become crucial to our ability to communicate
in a digital world. Through analysis of the secondary do-
cuments relating to the Unicode Standard, it is possible
to gain invaluable insights into the ways that knowled-
ge is organized collectively and continuously, as well as
the embedded values that shape who can access and in-
fluence that knowledge.

This case study will provide a foundation for more
expansive examination of systems of digital infrastructu-
re. It is a beginning point both for further analysis of the
adoption and adaptation of Unicode (and emojis in parti-
cular), but also as a framework for examining other forms
of scaffolding which uphold the content of digital spaces.
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The Digital Ghost Hunt: A New
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Figure 1 Heather Agyepong, disrupting an ordinary
school day in KIT Theatre's Alfred the Great Time Travel
Adventure

Introduction

The Digital Ghost Hunt combines coding education, Aug-
mented Reality and live performance into an immersive
storytelling experience. Students ten to eleven years old
(Key Stage 2 in the UK) will explore the haunted Batter-
sea Arts Centre with devices they've learned to program
themselves. The key objective of The Digital Ghost Hunt
is to present technology to students as an empowering
tool, where coding emerges as — and fuses with — different
forms of storytelling. It seeks to shift the context in which
students see coding and engage groups who may be unin-
terested in or feel excluded by digital technology, opening
up an imaginative space through play for them to discover
the creative potential of technology on their own terms.

The Digital Ghost Hunt has been awarded funding
through the UK Arts and Humanities Research Council
(AHRC) New Generation of Immersive Experiences call, as
part of an application led by Mary Krell, Senior Lecturer in
Media Practice at the Centre for Material Digital Culture in
the University of Sussex. A 'scratch’ — a prototype of the
experience — will be developed by Elliott Hall of King's Di-
gital Lab and Tom Bowtell of Kit Theatre. It will be perfor-
med at the historic Battersea Arts Centre with a two-form
entry of students from local schools.

Structure of the experience

The Digital Ghost Hunt is split into two parts. The first part
begins with a regular coding class that suddenly goes
haywire. While the teacher is trying to restore order, the
lesson will be interrupted by Ms. Quill, Deputy Underse-
cretary of Paranormal Hygiene (Ghost Removal Section).
She will enlist their help in the Ministry's work as appren-
tice ghost hunters. Students will use a simplified Python
library to program their ghost hunting devices, which are
based on two microcomputers: the Raspberry Pi and the
BBC Micro:bit.

The coding in the project will focus in particular on
two learning goals of the UK's National Curriculum: “De-
sign, write and debug programs that accomplish specific
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goals, including controlling or simulating physical sys-
tems; solve problems by decomposing them into smaller
parts,” and “Use sequence, selection, and repetition in
programs; work with variables and various forms of input
and output."It will teach students to take the overall goal
of their devices — detecting ‘paranormal’ phenomena —
and break it down into the discrete input, analysis and
output tasks required, aided by the project's abstracted
libraries.How they combine the functions of these libra-
ries will be up to them, and will rely on their understanding
of the fundamental logical structuresof programming to
analyse sensor data, apply it to an algorithm, and debug
when things go wrong.The project will also introduce stu-
dents to embedded computing through the devices them-
selves. The emphasis will be on students taking owners-
hip of their devices, deciding which of the ghost detectors
they want to build and how it will work.

The second part is a ghost hunt, an immersive expe-
rience combining Augmented Reality (AR) and live thea-
tre. Students will work together in small teams, using their
devices to find objects and areas touched by the ghost.
These traces will be both virtual objects in Augmented
Reality, and actual physical phenomena such as radio
waves, ultraviolet paint, and high-frequency sound. Each
device will have different capabilities, forcing the students
to work together to get all the clues. The ghost will in turn
communicate with them, given life by actors, practical
effects and the poltergeist potential of the Internet of
Things. Only by using the devices they have programmed
and working together can students unravel the mystery
of why the ghost is haunting the building and set it free.

Coding, play and performance

Figure 2 A proof of concept ghost hunting device using
Lego and the Micro:Bit

Young people's familiarity with digital products are
increasing, but their interest in learning the technology
behind it is not, as evidenced in the UK by the low take
up of the new GCSE in Computer Science(BCS, 2017).
Teaching coding in schools is promoted by the UK De-
partment of Education (DOE, 2014), but students often
experience coding education as a classroom assignment,
divorced from their intuitive and creative experiences with
commercial digital applications.

There are several applications now using AR as a tea-
ching tool (for example, The Battle of Mount Street Brid-
ge (Schreibmen et al., 2017) and Virtual Roman Frontiers
(Wilson at al.)) and initiatives to teach children coding,
from commercial apps to coding clubs and the work of
the Raspberry Pi and Micro:Bit foundations. These appli-
cations all seek the increase in engagement and expe-
rimentation that can occur when 'work’ is reframed as
‘play.’ (Pellegrini, 2009)

However, these applications all take place within
a screen, an approach that creates its own problems. A
screen can shift a user's attention to the digital environ-
ment to the exclusion of the physical one. (Chrysanthi,
2012) The Ghost Hunt's approach is to bring AR inte-
raction fully into the physical space without the media-
ting influence of a screen, reconnecting audiences to the
world around them.

The addition of immersive theatre reframes the ex-
perience again, from ‘play’ to ‘performance.' This second
shift is important to reach groups not engaging with exis-
ting digital resources. In 2016, girls made up just 20% of
entrants for the computer science exam, while pupils on
free school meals made up just 19% of GCSE entrants
even though they are 27% of the population (Cellan-Jo-
nes, 2016). Performance may draw in groups who would
otherwise be uninterested in or feel excluded from tradi-
tional Computer Science education.

However, the performance should not be seen as se-
condary in any way to the coding elements of the project.
The aim of the project is to expand the imaginative possi-
bilities of digital technology through play; the coding ele-
ments are the means to that end, not the other way around.
The Ghost Hunt seeks to shift how the context of computer
science is perceived, from a skill intended only for a narrow
group to a tool of creativity and play available to all.

As part of its evaluation, the project will use the stu-
dent's code and feedback from educators on how the
software libraries are used, as well as video, audio and
device logging during the experience. It will be direct en-
gagement with participants through formal and informal
methods such as interviews, questionnaires and the crea-
tive material they create as part of the experience that will
provide the crucial method of evaluation. The only way to
assess the pedagogical value of the project in terms of
creating a new and sustained interest in the possibilities
of digital technology will be if students create new things
on their own initiative, independent from the project's se-
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tting and materials. This metric is beyond the scope of the
pilot project but is something the project team are eager
to explore in subsequent phases in collaboration with the
educational partners.

Beyond the hunt

The lessons of the Digital Ghost Hunt scratch funded
by the AHRC will direct refinement of the existing tools
towards developing a technical and conceptual fra-
mework that can be adapted and implemented for diffe-
rent locations, stories and audiences. This short paper
aims to present the practice-based collaborative fra-
mework of the Digital Ghost Hunt as conceived by its
creators in its first funded iteration to elicit feedback from
the Digital Humanities 2018 participants and integrate it
into future development.

References

British Chartered Institute for IT (BCS). (2017) [online]
BCS deeply concerned over stagnation of number
of Computer Science GCSE applicants. Available
at: http://www.bcs.org/content/conWebDoc/57904
[Accessed 23/11/2017]

Cellan-Jones, Rory. (2017). Computing in schools -
alarm bells over England's classes. BBC News.
[online.] Available at: http://www.bbc.co.uk/news/
technology-40322796 [Accessed 23/11/2017]

Department of Education (DOE). (2014.) Teaching chil-
dren to code. In: D5: London. London. Available at:
https://www.gov.uk/government/publications/d5-
london-summit-themes/d5-london-teaching-chil-
dren-to-code [Accessed 23/11/2017]

Pellegrini, A. (2009) The role of play in human develop-
ment. Oxford: Oxford University Press.

Chrysanthi, A., Papadopoulos, C., Frankland, T., and Earl,
G. (2013). ‘Tangible Pasts': User-centred Design of
a Mixed Reality Application for Cultural Heritage. In:
Conference of Computer Applications and Quanti-
tative Methods in Archaeology. Southampton: Am-
sterdam University Press, pp. 31-41.

Schreibman, S, Papadopoulos, C., Hughes, B., Rooney,
N., Brennan, C., Fionntann, M., Healy, H. Phygital
Augmentations for Enhancing History Teaching and
Learning at School. In: Digital Humanities 2017.
Montreal. [online] Available at: https://dh2017.adho.
org/abstracts/401/401.pdf [Accessed 23/11/2017]

Wilson, L., Weeks, P, Rawlinson A., Dobat, E., Fluegel, C.,
Hermann, C. (2017). Virtual Roman Frontiers: 3D Vi-
sualisation and Innovative Technology Applications
for the Antonine Wall. In: 3D Imaging in Cultural He-
ritage. London: The British Museum. Available at: ht-
tps://www.3dimaginginculturalheritage.org/resour-
ces/3D_lmaging_in_Cultural_Heritage_Abstracts.pdf
[Accessed 23/11/2017]

Exploration of Sentiments and Genre
In Spanish American Novels

Ulrike Edith Gerda Henny-Krahmer
ulrike.henny@uni-wuerzburg.de
Universitat Wirzburg, Germany

Background, aims, and hypotheses

In 19th century Spanish American novels, the expression
of emotionality is an essential characteristic of the texts
belonging to different subgenres.! Especially during the
Romantic period in the first half of the century, many sen-
timental novels have been written (Z6, 2015). But emo-
tions also play an important role in other types of novels:
a love story is often a basic plot element for example in
historical or costumbrista novels. Also, there are novels
characterized more by negative emotions, like Cuban an-
ti-slavery novels (Rivas, 1990), Argentine anti-Rosas no-
vels (Molina, 2011: 285-312, Garcia Ardeo, 2006), or so-
ciopolitical novels in general.

In text mining, a common method to analyze emo-
tions is Sentiment Analysis (Pang and Lee, 2008). Sen-
timent Analysis is the computational treatment of senti-
ment, opinion, or emotion in text. Sentiments are usually
modelled in terms of polarity values (positive, negative,
neutral) or emotion values (such as trust, fear, joy, etc.).

The aim of this proposal is to test several hypotheses
about sentiments in subgenres with an explorative analy-
sis of a corpus of Spanish American novels. To this end,
sentiment values are used as features in a text classifica-
tion task. A secondary objective of this contribution is to
compare the results of two different sentiment lexica for
Spanish to see how well they perform.

The first hypothesis of this proposal is that the de-
gree and kind of emotionality in the novels differs for di-
fferent subgenres. The second hypothesis here is that not
just emotions in general matter, but also whether they are
expressed in the direct speech of the characters of the
novels or in narrated text.?

State of the Art

Two recent examples for the usage of Sentiment Analysis
with literary texts are Zehe et al.,, 2016 for the prediction
of happy endings in German novels and Kim et al.,, 2017
for the analysis of prototypical emotion developments in
literary genres with English texts. Sentiment Analysis has
been used with Spanish texts, as well, mainly for the analy-
sis of reviews and tweets (see Henriquez Miranda and Guz-

1 This contribution is concerned with the linguistic manifestation of
emotions in literary texts on the textual surface. See Winko, 2003 for
a discussion of how emotional meaning and literary texts are related
2 The anti-slavery novel, for example, has been defined in terms of
its atmosphere of fear, but also by vigorous interferences of the na-
rrator. Cf. Rivas, 1990.
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man, 2017 for an overview). To the best of my knowledge,
there are no applications of Sentiment Analysis on Spanish
novels yet, and the distinction of direct speech and narra-
ted text has not previously been used in combination with
the analysis of sentiments in literary texts.

Data

For this analysis, a corpus of 30 Spanish American novels
has been selected. The collection has the following cha-
racteristics: The novels have been published between 1840
and 1910 (13 before 1880 and 17 after 1880), are from
three countries (Argentina: 16, Cuba: 9, Mexico: 5), and
have been written by 16 different authors.? Fig. 1 shows the
distribution of novels per decade and subgenre:

Distribution of novels per decade and subgenre

As the texts at hand are not easily distinguishable
genre fiction but more general literary fiction, the assign-
ment of subgenre labels is a non-trivial task. For the as-
signment of subgenre labels to the novels, the subgenres
as given in titles and subtitles of the novels were collected
and subgenre assignments made in secondary literature
were considered. Both types of information were used to
derive four kinds of interpretive* subgenre labels corres-
ponding to four broad types of novels: costumbrista (6
novels),® historical (8), sentimental (9), and sociopolitical
(7) novels.®

3 This is a subcollection of a larger corpus of Spanish American no-
vels being prepared in the context of the junior research group Com-
putation Literary Genre Stylistics (CLiGS), see https://cligs.hypothe-
ses.org/sprachen/english.

4 Because the many variations found had to be normalized for this
computational analysis, an interpretive step was unavoidable.

5 Novels of manners in the context of the Costumbrismo movement.
6 The distribution of novels shows that there is a tendency for sen-
timental novels to belong to the first half and for non-sentimental
novels to the second half of the century. This observation may be
relevant for future tasks with a bigger corpus and interested in the
development of genres over time. More detailed metadata for the

Methods

In general, Sentiment Analysis can be done with a machine
learning approach and a lexicon-based approach. Here, two
sentiment lexica were used: (1) SentiWordNet 3.0, an adap-
tation of WordNet 3.0 for sentiment analysis (Miller, 1995,
Baccianella et al., 2010) and (2) the NRC Emotion Lexicon
(Saif and Turney, 2013). The two lexica differ in how sen-
timents are modelled and also in their volume. SentiWord-
Net has polarity values (positivity, negativity, neutrality) for
WordNet synsets which range between 0 and 1 and sum up
to 1. The NRC lexicon, in contrast, has only binary values (0
or 1), but those are provided for positivity and negativity as
well as eight basic emotions (Trust, Fear, Joy, Sadness, An-
ger, Disgust, Anticipation, Surprise). SentiWordNet contains
117,653 entries, the NRC lexicon just 14,182.7

In order to use the sentiment lexica, the texts had to
be lemmatized (for NRC) and annotated with WordNet sy-
nsets (for SentiWordNet) which was done with the NLP li-
brary FreeLing (Padré and Stanislovsky, 2012). To be able
to use the distinction between direct speech and narrated
text as a feature, the texts were annotated semi-automa-
tically in their TEl master files (see Fig. 2):

Example of a paragraph with annotated direct speech,
from ,Camila o la virtud triunfante" (1856) by Estanislao
del Campo

Each paragraph was split into sentences. Each sen-
tence was annotated with FreeLing and the words with
sentiment values were determined using the lexicons.
The sentiment values for the words were summed up for
each sentence.® For the eight basic emotions of the NRC
(Trust, Fear, etc.), a sentence is assigned the emotion
with a highest value in the sentence. Besides the senti-
ment features that come directly from the lexicons, the
following features were determined for each sentence:

A Decision Tree classifier was used for the classifica-
tion of the novels by subgenre, using the above-mentio-
ned features (see Manning and Schiitze, 1999: 578-589
on this method). The advantage of Decision Trees is that

novels can be found at https://github.com/cligs/projects2018/blob/
master/sentgenre-dh/metadata.csv.

7 SentiWordNet can be used for Spanish because the synset IDs can
be mapped to the Spanish version of WordNet. The NRC lexicon has
been translated into Spanish automatically. See Baccianella et al.,
2010 for evaluation reports for SentiWordNet. The authors of the
NRC lexicon state that the translated versions may contain errors.
An orthographic check on the NRC lexicon returned 409 entries that
were not recognized as Spanish words. A further evaluation and im-
provement of the translated lexica is desirable.

8 The Sentiment Analysis could be refined further by considering the
sentence structure (and negation), which is a future task.
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they can be interpreted. This is desirable in an explorative
analysis interested in the kind of sentiment-based features
that are relevant to differentiate novels of different subgen-
res. When compared to other types of classifiers, Decision
Trees do not necessarily yield the best results in terms of
accuracy, but their interpretability is valued higher here in
order to gain insight into how sentiments, the opposition of
direct speech vs. narrated text, and subgenres are related.

Additional features for the Sentiment Analysis

To generate data for the machine learning task, the
values of the single sentences were aggregated into five
sections and divided by the section length (number of
sentences contained in the section), resulting in 150 data
points for the 30 novels. 60 different experiments were
run, varying the sentiment features and lexicon used, and
the depth of the decision tree. A 5-fold cross-validation
was applied.

Results and Discussion

The results of the experiments are summarized in Fig. 4 be-
low. The depth of the Decision Tree was varied between 1
and 15.° The accuracy is given as the mean F1 score obtai-
ned from the cross-validation. Four different sets of senti-
ment features were used: Features from the SentiWordNet
lexicon (WN) and from the NRC lexicon (NRC), both without
differentiating between direct speech and narrated text, as
well as WN- and NRC-features with separate sentiment
values for direct speech and narrated text (WN speech and
NRC speech). The results of all experiments are compared
to the "most frequent”-baseline and to a baseline obtained
with an SVM classifier, using the 5,000 most frequent words.

Although the F1 scores are not very high (the highest
mean value being at 0.52), almost all of them outperform
the “most frequent”-baseline (0.3) which confirms that
sentiment features are relevant for subgenre classifica-
tion. Still, the results do not reach the best mean score of
the MFW classification (0.57).'° In terms of classification
accuracy, a next step will be to combine both sentiment

9 Restricting the tree depth helps to prevent overfitting and usually
leads to a better performance of the classifier on the test set.

10 See Hettinger et al., 2016 for a discussion of various types of
features (MFW, topics, networks) for subgenre classification, stating
that genre classification in general works best with most frequent
words, all words, and the like.

features and MFW to see if the sentiment features can
contribute to improve the overall results.

Results for subgenre classification with sentiment
features

When comparing the results for the two different sen-
timent lexica, the NRC lexicon performs better than Sen-
tiWordNet, although the latter covers almost ten times as
many words as the first one. A look into the feature impor-
tance shows that the eight basic emotions, which are only
present in the NRC lexicon, are crucial (see Fig. 5 and 6).

Feature importance for a tree with depth 3, using NRC
and speech vs. narrated text
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A Decision Tree for the classification of subgenres,
based on the best parameters

Regarding the difference between speech and narra-
tion, Fig. 4 above also shows that the highest values for
both WN and NRC are reached when the sentiment values
are calculated separately for direct speech and narra-
ted text. The best scores are obtained for the feature set
“NRC speech”. The most important feature in both exam-
ple trees is positive speech, followed by narrated fear. Fig.
7 shows the Decision Tree corresponding to the feature
importance in Fig. 5 above.

The tree shows that novels with higher values of po-
sitive speech are more likely to be sentimental novels.
Other features that contribute to the distinction of senti-
mental novels are lower values of trust and higher values
of anticipation in narrated text. The path for historical
novels includes less positive speech and more fear and
anger in narrated text. Costumbrista novels are characte-
rized by less sadness in narrated text than sociopolitical
novels and by more trust in narrated text than sentimental
novels. Sociopolitical novels differ from historical novels
in that they have a lower value of fear and anger in narra-
ted text.”

Feature importance for a tree with depth 6, using NRC and speech vs. narrated text

11 The results of all experiments can be found at https://github.

com/cligs/projects2018/tree/master/sentgenre-dh/.
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Conclusion and Future Work

This exploration of sentiments in Spanish American No-
vels showed that Sentiment Analysis can be used as a
basis for subgenre classification tasks. It has been shown
that the distinction between emotions in direct speech
and emotions in narrated improves the classification re-
sults considerably. Regarding the two sentiment lexica
that were tested, the NRC Emotion Lexicon performs bet-
ter than SentiWordNet.

The Decision Trees resulting from the classification
give much insight into how sentiments in general, in di-
rect speech and in narrated text are related to different
types of novels. That the features can be interpreted ea-
sily contributes to a better understanding of what textual
features are connected to the subgenres, but the classi-
fication results themselves can still be improved. Other
classifiers, for example Random Forest trees or an SVM,
might yield better results but will also be less interpreta-
ble. Another important next step is to increase the corpus
size to make the results more stable.
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Digitizing Paratexts

Kate Holterhoff
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Georgia Institute of Technology, United States of America

Digital archivists tend to disagree about the place of pa-
ratexts. Whereas Google Books often scans texts at such
a low resolution that anything but printed words are di-
fficult to discern, Andrew Stauffer's Book Traces project
and Steven Olsen-Smith and Peter Norberg's The Melville
Marginalia Project aims to identify individual copies of
nineteenth- and early-twentieth-century books in libra-
ries by highlighting their unique marginalia and inserts.
[llustrations, advertisements, marginalia, boards, and de-
corative initials—the effluvium of the print form—does not
digitize easily. Moreover, in terms of library and informa-
tion science, paratexts resist standard means of catego-
rization. Paratexts are problematic because they offer an
exception rather than a type. To scholars, they often seem
extraneous or even detrimental to the written texts they
accompany. Marginalia, for instance, simultaneously de-
faces and compliments a text. Advertisements are a dis-
tracting and commercial accretion to an artwork. And yet,
all paratexts provide necessary context for understanding
the complexity and fullness of print history. The question
| will address in this paper is how archivists ought broadly
to understand paratexts, and how specifically should they
treat nineteenth-century illustrations.

Numerous digital archives have taken on the task
of scanning, categorizing, and tagging illustrations (e.g.
the William Blake Archive, the Cervantes Project, Cardiff
University's lllustration Archive), and yet the purpose and
constraints of this task remain unfixed. In fact, Julia Tho-
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mas notes in her recent Nineteenth-Century lllustration
and the Digital (2016), that owing to the uniquely impor-
tant role of context for these paratexts—usually the book
or periodical—"the digital might appear an alien environ-
ment for historic illustrations.” While the role of the digital
image archive concerned with illustrations remains un-
settled, recent scholars have used the affordances of the
digital archive to open up new avenues for curation and
exploration. Using as a case study a digital archive that |
direct and edit titled Visual Haggard, a NINES indexed and
peer reviewed archive that contextualizes and improves
access to the illustrations of Victorian novelist H. Rider
Haggard (1856 - 1925), | argue that digitizing illustrations
must be inclusive.

| will consider the problem of inclusion and exclusion
in digital archive curation. As paratexts, illustrations are
lumped together with a number of visual objects that ini-
tially accompanied fictions. For this reason | explain the
necessity of using metadata to differentiate illustration
types. The large decorative initials which appear in many
nineteenth-century texts, but originated in medieval ma-
nuscripts, are less illustrations of the text than embelli-
shments. However, their ideological function is significant
and multifold. Similarly, advertisements were often in con-
versation with serialized fictions—whether thematically
or stylistically. In this paper | discuss strategies to enable
digital image archivists committed to creating an authen-
tic encounter with the history of print to avoid ignoring or
marginalizing these types of unique and difficult paratexts.

A Corpus Approach to Manuscript
Abbreviations (CAMA)

Alpo Honkapohja
alpo.honkapohja@ed.ac.uk
University of Edinburgh, United Kingdom

As anyone, who has worked with medieval manuscripts,
will know, sometimes more than half of the words are ab-
breviated. For example, in a forthcoming paper on Middle
English and Latin manuscripts of the Polychronicon, we
found that in the most heavily abbreviated Latin sections
as many as 59 percent of the words could be abbrevia-
ted, while the number for Middle English was 21 per cent
(Honkapohja and Liira, in preparation). Studies compa-
rining Latin and Romance have met with similar results
(Hasenohr, 1997; Careri et al., 2011). Nevertheless, in digi-
tal scholarship, abbreviations are typically seen as some-
thing to get rid of rather than useful data to mine.

A major reason for lack of attention given to manus-
cript abbreviations can be found in editorial practices in-
herited from printed editions. It is a standard practice for
editors to expand abbreviations as “a service to the rea-
der” (cf. Driscoll, 2009). Twentieth-century editorial theory
often treats abbreviations as scribal variation as “acci-

dentals” (see e.g. W. W. Greg, 1950), not relevant for the
authorial "work” contained in the manuscripts, as much
scholarship focuses either directly on the work or unco-
vering the work under layers of scribal copying and errors.
The outcome is an editorial tradition in which silently ex-
panding abbreviations is very much the norm.

Digital approaches for making use of abbreviations
as data are available, but are often not used. TEI P5 guide-
lines introduced the possibility of encoding both the ab-
breviations and their expansions using the <choice> ele-
ments with <abbr> and <expan> (cf. Driscoll, 2006, 2009;
Honkapohja, 2013). Still, many digital resources continue
the practice of silently expanding abbreviations. Reasons
may range from considering encoding abbreviations to
be too labour intensive to basing the digital resources
on printed editions which expand the abbreviations (cf.
Honkapohja et al., 2009). Moreover, text retrieval systems
are typically unable to recognize different forms of the
same word and the problem is usually solved by normali-
sation (cf. Kestemont, 2015: 160). Furthermore, some re-
search questions, including investigations into syntax or
stemmatology, also require normalisation. However, while
normalisation may be necessary for some research ques-
tions, it also discards large amount of potentially useful
data, which makes other types of research impossible.

The fairly few scholars who do work with abbrevia-
tions have identified a number of potentially interesting
lines of enquiry. Abbreviations can be used, for example,
for identifying change of scribe in the text (cf. Kestemont,
2015) or in historical dialectology for identifying regional
characteristics in scribal language (see e.g. Smith, 2016),
or studying the effect of right-margin justification on
scribal spelling (Shute, 2017), or hiding endings in mul-
tilingual business writing (Wright, 2011). Consequently,
the practice of expanding abbreviations is discussed and
criticised by a number of scholars (Driscoll, 2006; Kyto et
al., 2011; Rogos 2011, 2012; Stutzman, 2014, Lass, 2004).

Even though the problems related to the prevailing
practice of silently expanding are well known, and some
resources such as the Medieval Nordic Text Archive (ME-
NOTA) do encode them, there have been relatively few
studies which would have attempted to use them as data
(e.g. Camps, 2016; Honkapohja, 2018; Kestemont, 2015;
Rogos, 2012; Smith, 2016; Shute, 2017), especially in
comparison to fields such as stemmatology and stylome-
try. My proposal for short paper presents project plan and
early results for a project, called Corpus Approaches to
Manuscript Abbreviations (CAMA), funded for September
2017- February 2020.

The current project focuses on applying methodolo-
gies developed for corpus linguistics on abbreviations in
the spelling system of Early Middle English, 1150-1350.
The period is of interest as it was a formative one for the
writing systems of English. Linguistic situation in England
changed dramatically after the Norman Conquest of 1066,
which introduced a new ruling class and relegated Engli-
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sh to a tertiary role after Latin and Anglo-Norman French.
When Middle English texts become more numerous in
the 13™ century, we find a very diverse dialect landscape
in which the lack of a prestigious vernacular has led to
the proliferation of local varieties, with almost every text
appearing to represent a separate linguistic system.

Within the Early Middle English period, my project fo-
cuses on four research questions:

+ (Q1) Does each scribe have an individual scribal pro-
file of abbreviations?

+  (Q2) Are some abbreviation usages connected to cer-
tain geographic areas?

+  (Q3) How are Latin and Old English abbreviations dis-
tributed in Germanic and Romance vocabulary?

+  (Q4) What is the function of abbreviations in the spel-
ling system(s) of Middle English?

The data comes from the Linguistic Atlas of Early Mi-
ddle English (LAEME), a corpus of ca. 650,000 divided into
scribal samples of localised Middle English. Each text in
LAEME is based on a diplomatic transcription from ma-
nuscript facsimiles, not editions, and using a mark-up
system that encodes the expansions of abbreviations, but
in a way which makes identifying the abbreviation easy
and workable (LAEME: 3.3.1). Consequently, it can be
used to compile a dataset, which can be analysed quan-
titatively.

The methodology is based on corpus linguistics, sta-
tistical analysis and historical dialectology. | will use cor-
pus enquiries to compile a dataset of the findings, then
subject the dataset to statistical analysis using R and
tried and tested techniques such as linear regression, li-
near correlation, principal component analysis, chi squa-
re test and cluster analysis which have yielded results in
previous studies of abbreviations and spelling variation
(cf. Kestemont, 2015; Smith, 2016).

Compiling the dataset consists of three steps:

1. Corpus enquiries, using the web interface and scripts
of LAEME.

2. Corpus enquiries for unabbreviated forms of the
abbreviated words found in stage 1 in each text, in
which a particular abbreviation is used. These can
be localised, using the lemmas tagged in the LAEME
(see 2.3.2: E).

3. Compiling a dataset the results, which will include
a) results of the corpus enquiries, i.e. the abbrevia-
tion type, the abbreviated word, non-abbreviated va-
riant(s), frequencies, b) information included in the
LAEME metadata, i.e. text, lemma, grammatical tag,
manuscript, date, script, place, co-ordinates in the
LAEME localisation grid, and c) additional variables
needed for research questions Q1 and Q3, i.e. word
origin: Germanic/Romance/Latin (12), content vs.
function word (13).

The dataset will be subjected to further analysis,
using:

A) The inbuilt mapping function in LAEME, which allows
dynamically creating feature maps, based on the dis-
tribution of any form, its lemma, or grammatical tag.

B) Statistical analysis,

a) linear correlation and linear regression, using the
form of the abbreviation as the dependant varia-
ble, and the results encoded in the dataset (2.3.3:
3) as independent variables, calculating which of
them interact with the type of the abbreviation in
a certain specimen (cf. Smith, 2016),

b) Principal component analysis common in stylo-
metry (cf. Kestemont, 2015: 168-70).

As | am giving the presentation fairly early in the fun-
ding period, | hope to receive valuable feedback on the
methodology and also to build a bridge between corpus
linguistics and stylometry, creating discussion on the va-
lue and potential of scribal ‘accidentals' as data.
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This paper describes a study which analyzes natural
disasters described in the Chinese Standard Histo-
ries. We first define the scope and nature of disasters
as presented in the Standard Histories. The records,
in plain text but usually contain the dates, locations,
type, and severity of the natural disasters, are then ex-
tracted. The extracted records are further annotated
with metadata so as to meet the needs of the studies
on the history of disasters. In order to ensure flexibility
and extensibility, we have designed a markup language,
WXML, to tag the information. A search/retrieval sys-
tem with GIS is then developed to provide visualization
of the distribution of time, space, and type of disasters
of the search result.

We have made some preliminary observations. For
instance, the number of disasters recorded during the
Yuan Dynasty is significantly higher than the other dy-
nasties (both in absolute number and on average). As
another example, disasters seem to disproportionate-
ly concentrate around urban centers, in particular the
capital of the time. This shows that the records in the
Standard Histories may not accurately reflect the actual
events, but rather how they were documented by the
officials.

Natural Disasters described in the Chinese Standard
Histories

Chinese Standard Histories (iE %), 24 in total, are the
official histories of the Chinese Dynasties. A Standard
History is usually written during the succeeding dynas-
ty, based on existing, often meticulously kept, records of
the previous dynasty. These tomes start from Shiji (& 32),
written by Sima Qian (&) &18) in the Han Dynasty around
90 BCE, and ends with Ming Shi (%8 %), the Standard His-
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tory of Ming Dynasty (1368-1644). Together they cover
about 2,500 years of China's written history. Fourteen
of the standard Histories contain volumes of Wuxingzhi
(Book of the Five Elements, 47 &), which record natural
disasters and mysterious phenomena. Disasters are also
documented in the Benji (Chronical of an Emperor, A& &),
another port of a Standard History. These records docu-
ment the nature of disaster, time, location, and severity;
thus serve as important source for modern studies of the
history of disasters in China.

In this paper, we focus on the natural disasters re-
corded in the Benji's and Wuxingzhi's in the Standard His-
tories.! We exclude the human-caused and unexplainable
phenomena described in the Wuxingzhi.? After analyzing
the formation of the wuxingzhi's and other studies of nat-
ural disasters, we classified the natural disasters into 14
categories: flood, rain, frost, hail, famine, drought, cold,
snow, wind, locust, borer, plague, earthquake, and land-
slide.®

Processing the Records and Markup

We have designed an XML format (Wuxing Markup Lan-
guage, or WXML) to tag the texts.

A record is a writing of natural disaster indicated
in the text. A record contains the following elements:
event, time period, area, severity, and frequency. A re-
cord may describe several events. Forinstance, a record
of drought often also mentions famine. In this case, both
events are tagged. Time period (written using dynasty,
era, year, month, day) has three subtags: starting time,
ending time, and duration. If only a date is indicated,
that date is considered the starting date. If there's no
mentioning of duration or ending date, then the ending
date is the same as the starting date. If duration is vague
(such as "it rained for some 30 days"), then the ending
date tag will not be filled. The element area contains two
subjects: location and range. Since one or several ad-
ministrative regions, a river or a mountain range may be
indicated in a disaster, the location tag may have multi-
ple values. The range tag could also be an administrative
region or a geographical entity. When a record describes
the area as “capitol and its surrounding prefectures”, the
location will be the capitol of the time, and the range will
be the "surrounding prefectures”. Severity includes the
effect, the damages, and the reactions that followed. For

1 We have also included the Book of Signs (£ #4 %) of Weishu (. %),
which also contains a fair amount of natural disasters.

2 The name Wuxingzhi indicates a view of the world in which the five
elements, metal, wood, water, fire, and earth interact with each other.
Thus certain phenomena were interpreted as signals of the missing
of balance. However, the portion of this type of writing diminished
significantly after the 10th century (You, 2007).

3 Fire is not considered a natural disaster. Although some fire might
be due to natural reasons such as forest fire caused by lightning, re-
searchers of natural disasters usually regard fire, as a general cate-
gory, a manmade disaster since it is often hard to identify the cause
(zhang, 2012)).

example, a flood may include the effect of the break-
ing of the embankment which results in flooding of the
farms and houses (damages), which leads to the reduc-
tion in taxes in the following year (reaction). Frequency
is less complicated, although not entirely trivial. A record
may mention several earthquakes, without indicating
the exact number. In this case, it will simply be tagged
as "several".

Producing and Counting the events

We first use the 14 keywords of disasters to extract des-
criptions mentioning the disasters. The paragraphs are
then parsed automatically to identify the records and
their time, event, area, etc. We remark that each descrip-
tion may contain several events, several locations, or even
several time periods. We then tag the events, time periods,
and locations automatically from the descriptions. The
dates are standardized using the Buddhist Studies Time
Authority Databases developed at Dharma Drum College
(http://authority.dila.edu.tw/time/). Geographic coordi-
nates are provided using the Chinese Civilization in Time
and Space developed at the Academia Sinica (http://ccts.
ascc.net/). An expert is then asked to go through the re-
sult to correct manually.

Several ways have been used in the literature to count
the number of events. A record may involve multiple lo-
cations, different years, and multiple disasters. The same
disaster may also appear in different books. A simple way
that counts only the appearance of a type of disaster was
used in (Deng, 1973) (regardless of the frequency, loca-
tions and severity, it is counted as 1 if it appeared in China
during that year at least once. Otherwise it is 0 for that
year). This method was adopted later by other research-
ers (Luo, 2005). At the other extreme, each tuple of time,
disaster, location is recorded as one event (Yuan, 2008). A
third option is to specify a tuple of time and location as an
event without consider the other attributes (Wang, 2005;
Zhang, 2007). By using tags, our approach provides the
flexibility of being able to adjust to any of these counting
methods, without being forced to pre-select one, by sim-
ply turning on or off an attribute.

Using single time and type as the event unit (while
counting multiple locations as one), we tabulated a to-
tal of 9,717 events of natural disasters mentioned in Chi-
nese Standard Histories, after removing duplicates from
6,653 events mentioned in Wuxingzhi and 3,848 in Benji.
(We also removed 489 duplicate events between Yuanshi
and New Yuanshi, and 79 duplicate events between Old
Tangshu and New Tangshu.) The time distribution is as
follows:
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Figure 1 Distribution of natural disasters (X-axis: 5-year
as a unit; Y-axis: frequency)

Note that the number of natural disasters record-
ed reached a peak during the Yuan Dynasty (1271-1368
BCE). (Yuanshi, /v %, only documented events occurred in
China proper, not the Mongolian empire that ruled most
part of the known world at the time.)

The system and some observations

We have built a system using the events of natural
disasters mentioned above. Our interface allows one to
specify one or several types of disasters, the era, and/or
the areas and show the resulting data in number (or in
graphs), on map, and also the texts of the events and their
sources. The following is an example of disasters in the
Guanzhong (B #) area.

Figure 2 The number of disasters in Guanzhong area

Figure 3 The percentage of disasters in Guanzhong area
vs the country

The x-axis in both figures are years (in 5 years) in
western calendar, while the y-axis of Figure 2 is the ab-
solute number of disasters and the y-axis of Figure 3 is
the percentage of all natural disasters recorded in the
entire China during that time period. Note that although
the number of disasters peaked around the year 1300, the
percentage was dramatically high during the early Tang

dynasty (618-907 BCE), when Changan (&%), a city in
Guanzhong (B ¥), was the capital at the time. After the
demise of Tang, the attention of latter empires gradually
shifted to the northeast and south, and the percentage of
disasters trailed off significantly, as Guanzhong gradually
became irrelevant.

There are other interesting phenomena. For instance,
there seemed to be more natural disasters during pros-
per periods. This may indicate that when the country was
going through great turbulence such as foreign invasion
or peasant revolt, the local officials simply did not bother
to report natural disasters.

Concluding Remarks

In this paper we described a study on the natural disas-
ters documented in the Chinese Standard Histories. We
analyzed previous work on natural disasters and classi-
fied the events into 14 categories. We extracted texts of
the records from Wuxhingzhi and Benji, and developed a
markup language WXML to tag the events. We then build
a system which is flexible in that one can use any of the
measures mentioned above to show the results. Since the
records are time-standardized and geo-referenced, our
system also allows one to specify the type of disasters,
time period, and locations and present the results either
as charts or geographically. We are currently developing
our system to allow full-text search to add flexibility.

We presented some preliminary observations. They
seem to show that the natural disasters documented in
the Standard Histories may not truthfully reflect the ac-
tual natural disasters that occurred. In other words, the
records may reflect more on the circumstances under
which the books were produced rather than the actual di-
sasters that occurred. To more accurately capture natural
disasters in Chinese history, one should at least also con-
sult the local gazetteers (difangzhi, #.7 %) (Chen, 2016).
The WXML that we have designed is sufficiently flexible to
incorporate those records as well.
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Alan Liu has called upon digital humanists to think more
critically about infrastructure - the “social cum technolo-
gical milieu that at once enables the fulfillment of human
experience and enforces constraints on that experience”
(Liu, 2017). Liu's invitation comes at the moment when
researchers involved in large-scale, long-term projects
are shifting focus from remediation and the creation of
digital incunabula to transmediation and the develop-
ment of systems that support sustained discourse across
ever-morphing digital networks, when we are recognizing
the potential for “dynamism of the base or serialized form
of the text—the state in which it is stored—as opposed
to dynamic modes of presentation” (Brown, 2016: 288).
REED London is one such project with a polyvalent data-
set that spans over 500 years' worth of archival records,
embracing from the start the need to establish a stable,
responsive production and presentation environment pri-
med for use by a wide range of scholarly audiences. Thus
we find that we are immediately testing those infrastruc-
tural constraints. In this paper, members of the REED Lon-
don project team will address the challenges we face as
we develop and implement a framework that trains us to
think about our collected data in relation to much larger
networks of disparate resources and user needs.

REED London develops from a partnership between
the Records of Early English Drama (REED) and the Ca-
nadian Writing Research Collaboratory (CWRC). Together
we are establishing an openly accessible online scholarly
and pedagogical resource of London-centric documen-
tary, editorial, and bibliographic materials related to per-
formance, theatre, and music spanning the period 1100-

1642. With support from the Andrew W. Mellon Foundation
and a CANARIE Research Software Program grant, a team
of researchers in the digital humanities and performance
history from the U.S., Canada, and the U.K. are building
a stable, extensible editorial production and publication
environment that will create new possibilities for schol-
arly presentation of archival materials gathered from le-
gal, ecclesiastical, civic, political, and personal archival
sources in and around London. The REED London project
combines materials from three printed REED collections
(Inns of Court, Ecclesiastical London, and Civic London
to 1558), the prosopographical material from REED's Pa-
trons & Performances (P&P), the bibliographical materials
of the Early Modern LondonTheatres (EMLoT) database,
and in-progress and planned digital collections focusing
on London area performance spaces, most notably the
Globe, Rose, and Curtain theatres and Civic London 1559-
1642.

REED is an internationally renowned scholarly project
that has worked to locate, transcribe, and edit evidence
of drama, secular music, and other communal entertain-
ment in Britain from the Middle Ages until 1642. Since
1979 REED has published twenty-seven printed collec-
tions of transcribed records plus contextual materials.
REED has long recognized the importance of online ac-
cess to its resources,first with P&P and EMLoT, and more
recently with the born-digital collection Staffordshire.
REED has wrestled with the balance between what was
once considered its “core” print publication activities and
“"adjunct” digital efforts, in the process migrating its data
across a succession of programs and formats from Basic
and dBASE to TEI P5 XML and MySQL (Hagen, MacLean,
and Pasin, 2014). REED has developed its digital resourc-
es in ways that complicate integration (P&P exists in a
Drupalinstance; EMLoT was built in a version of Django
that is now out-of-date; REED Staffordshire was lightly
tagged in TEl and relies on EATSML for entity manage-
ment, an XML format used by the Entity Authority Tool Set
(EATS) for serialisation of its data). The components of
REED London must therefore first be made intra-opera-
ble before they can become interoperable (Jakacki, 2016).
The partnership with CWRC supports broader adoption of
standards for TEI text markup, RDF metadata specifica-
tions, and named entity aggregation, most immediately
with the ingestion of EMLoT and the printed Inns of Court
collection.

CWRC is an online infrastructure project designed to
enable unprecedented avenues for studying the words
that most move people in and about Canada. Built with
funding from the Canada Foundation for Innovation, the
CWRC platform supports best practices in the produc-
tion of online collections, editions, born-digital essays,
anthologies, collections, monographs, articles, or bibliog-
raphies, and supports the inclusion of visual, audio, and
video sources (About CWRC/CSEC). It supports collabo-
ration through the use of interoperable data formats and
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interlinking of materials, and for teams like REED London
provides invaluable tools for communicating, tracking
activity, and workflow. We envision that as the partner-
ship develops and as REED London advances through
production toward publication we will take full advantage
of CWRC's functionality. From the start we have worked
directly in CWRC's unique editor, CWRC-Writer, which al-
lows us to edit REED London records, essays, and bibli-
ographical material using more diplomatic and critical TEI
P5 XML markup and at the same time creating semantic
web annotations with RDF to identify, manage, and inter-
link entities contained within. The platform is also helping
us to develop a better editorial workflow through man-
agement of access to data and editing by role, team com-
munications, tracking and reporting of team activities.

To ensure REED London's stability and sustainability
while extending its content and value to new generations
of scholars the project is being built within the CWRC en-
vironment. The scope of REED London would not be pos-
sible without the sophisticated, integrated platform that
CWRC provides. The focus of our first year is the design
and construction of a collaborative online production and
publication environment. Extending from CWRC's existing
integrated content management and preservation sys-
tem, the enhanced environment will accommodate the
range of record texts, editorial and bibliographical content
from the source materials, while a customized brows-
er-based CWRC-Writer platform will support the team's
goal of developing online editorial collaboration and re-
view. The resulting streamlined production and publica-
tion environment will yield multi-faceted user-centered
editions, meaning that agile component archival and edi-
torial parts can cohere according to various criteria in re-
sponse to scholars' research and teaching needs. In this
way we are establishing a platform that produces new
forms of “edition” that combine customized textual and
contextual materials, exportable customized datasets
and dynamic data visualizations. It also means that we
will be able to realize the promise of extending the value
of these materials to colleagues in fields beyond perfor-
mance history, including political, religious, and cultural
studies, and linguistics.

The partnership between CWRC and REED allows
us to explore the potential for new research applications
associated with prosopography, networks, and deep
contextualization. REED London's wealth of references
to very itinerant individuals across contemporaneous
records means that we will be able to discern patterns
through linking, analysis, and visualization. We will lever-
age REED's named entities for linking people, places,
events, and organizations. Our team has healthy debates
about the problematic present of linked data. Brown has
stated that, “linking up with other data means connecting
one ontology to another, and this brings with it a pressure
toward generalization rather than specificity” (Brown,
Simpson, et. al., 2015). Cummings has posited that “being

able to seamlessly integrate highly complex and chang-
ing digital structures from a variety of heterogeneous
sources through interoperable methods without either
significant conditions or intermediary agents is a deluded
fantasy” (Cummings 2014). Still, as a group we hope that
by publishing our ontologies as a means of relating these
entities as linked open data, we will be able to contribute
to larger dialogues about class and society in Britain -
certainly over the 500 years covered by REED London, but
also about the development of Britain and Europe. CWRC
content will be aggregated by the Advanced Research
Consortium (ARC), and REED London will benefit from
that aggregation, as we anticipate that people who figure
in the REED London corpus, such as Elizabeth I, Francis
Bacon, and Inigo Jones will be discoverable by scholars
searching for these known figures across other linked re-
sources. Perhaps more important, REED London records
include extended references to thousands of Londoners
who were in some way connected to performance, but
who were not defined by that connection: civic officials,
guild members, lawyers, clerks, priests, etc. The work of
this project thus holds as yet unrealized value for a much
broader understanding of British historical subjects.

Working within CWRC's platform and optimizing
CWRC-Writer has allowed the core REED London team to
move efficiently to an advanced planning phase. By the
end of 2017 we will have designed templates for all record
formats from Inns of Court and mapped database fields
from EMLoT to align with the record parts from the print
collections. We will have harvested a preliminary "white
list" of named entities (people, places, organizations)
from all three print collection indexes, P&P, and Stafford-
shire. Because of this efficient onramp we will be able to
focus in the first half of 2018 on ingesting data, records,
and contextual materials from Inns of Court and EMLoOT.
We will test the REED-specific entity list on ingested ma-
terials. We will also begin to user-test the editorial work-
flow system with the larger project team of REED editors
and staff. By June 2018 we will have begun semantic tag-
ging and experimentation with the CWRC HuViz semantic
web visualization tool. At the DH 2018 conference we will
report on further customization of the CWRC interface,
our plans for data discovery and research collaboration,
and present preliminary plans for user-responsive edi-
tions and data linkage.
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Authorship attribution, the analysis of a document's con-
tents to determine its author, is an important issue in the
digital humanities. An accurate answer to this question
is important, as not only do scholars rely on this type of
analysis, but they are also used, for example, to help settle
real disputes in the court system (Solan, 2012). It is thus
important both to have analyses that are as accuracy, and
to know what the expected accuracy levels are.

In keeping with good forensic practice, scholars such
as Juola (2015) have proposed formal protocols for ad-
dressing authorship questions such as “were these two

documents written by the same person?” Juola (2015)
described a simple and understandable protocol based
on a relatively small number of distractor authors, mul-
tiple independent analyses (e.g, separate analyses based
on character n-grams, on word lengths, and on distribu-
tions of function words), and a data fusion step based on
the assumption that the analyses were biased towards
giving correct answers. Juola (2016) proposed minor re-
visions using Fisher's exact test to formalize the proba-
bility of a spurious match. The revised protocol has been
formalized into a software-as-a-service product called
Envelope to provide a standard (and low cost) authorship
verification service.

We reimplemented Juola's (2016) protocol on a cor-
pus of blog posts to determine whether, in fact, the pro-
tocol yields acceptable accuracy rates. Our reimplemen-
tation used the JGAAP open-source software package,
an ad-hoc distractor set of ten authors (plus the author
of interest), and the five analyses listed in Juola (2016):
Vocabulary overlap, word lengths, character 4-grams, 50
MFW, and punctuation.

Blog data was taken from the Blog Authorship Cor-
pus [Schler et al. (2006)] a collection of collected roughly
140 million words of blog text from 20,000 bloggers col-
lected in August 2004. From this collection, we gathered
4000 examples of authors who had written 300 or more
sentences. Ten of these authors were reserved, following
Juola (2015;2016) as fixed distractor authors, while the
others were randomly paired to create wrong-author test
sets.

To test same-author accuracy, the first hundred sen-
tences of each of the remaining 3990 blogs were used as
"known documents” in the Envelope protocol, while the
last hundred sentences of that author were used as "un-
known documents.” Perhaps obviously, the correct an-
swer for these tests is that the documents should verify
as the same author. To test different-author accuracy,
the first hundred sentences of every author in the set was
used as a "known document” and compared to the last
hundred sentences of the other, paired, author. This pro-
cedure generated nearly four thousand test cases of both
same and different authors. Each test case was analyzed
five times and the rank sum of the known document with-
in the eleven candidate authors calculated as an overall
similarity measure from 5..55. This was converted to a
p-value using Fisher's exact test.

Juola (2016) recommends a seven-point evaluative
scale, as follows:

+  p<0.05 (Strong indications of same authorship)
« p<0.10

+ p<0.20
*  p<0.80 (Inconclusive)
.+ p<0.90
.+ p<095

+  p>=0.95 (Strong indications of different authorship)
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The results of these experiments are presented in ta-
ble 1. The final column indicates the odds ratio; the likeli-
hood that any particular finding at that level corresponds
to an actual correct author.

p-value Same Author Different author Odds
<0.05 2948 748 3.941
<0.10 246 359 0.686
<0.20 195 396 0.492
<0.80 409 1390 0.294
<0.90 54 234 0.231
<095 47 230 0.204
>0.95 91 663 0.137

These results show that, in the same-author case, the
proposed protocol is very good at identifying same-au-
thors; roughly 3/4 of the actual same-author cases tested
at the 0.05 level or better. Because of this, any result less
stringent than “strong indications of same authorship” is
actually evidence against same-authorship. The diffe-
rent-author case is more problematic; in theory, if there
is no relationship between the known and questioned
documents, the p-value should be uniformly distributed,
representing a variety of chance relationships. However,
the 0.20 < p < 0.80 range (“inconclusive") contains 60%
of the probability space, but only 1390/3990 = 35% of the
different-author analyses. By contrast, the 0 < p < 0.05
contains 19% of the analyses, while 0.95 < p < 1.00 con-
tains 17% of the different-author analyses. The observed
distribution is thus highly weighted to the extremes of the
probability space.

These results indicate that the underlying indepen-
dence assumptions -- that (e.g.) similarity measured by
analysis of word lengths is independent of similarity de-
rived from the most common (function) words -- are not
held generally. If a set of genuinely independent analyses
could be found, the accuracy of this protocol would be
greatly enhanced. Assuming the same distribution for the
same author case, the odds ratio for the "strongly indica-
tions of same authorship” would be closer to 15:1 rather
than 4:1.

Nevertheless, these results do show that, suitably in-
terpreted, Juola's proposed protocol yields accurate re-
sults in a high proportion of test cases. We continue to
work both on the development of a better analysis suite
(with better independence properties) as well as conti-
nuing to replicate this experiment to obtain more accu-
rate estimates.
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Context

One of the bigger problems in comparing historic Dutch
texts is wildly differing spelling of the same word. Seven-
teenth century Dutch did not have standardized spelling.
Many spelling variants of the same word coexisted, ma-
king it very difficult to use any language processing tools
on such texts because they depend on the same word
being spelled the same way. So, for example basic algo-
rithms like named entity recognition to recognize place
or personal names, or even just part-of-speech tagging
to find the grammatical context of words to analyze, for
example, changing meanings of words of phrases work
less well on older texts. Other languages, of course, have
the same problem.

The Dutch digital research platform Nederlab aims
to provide researchers with as many current and historic
Dutch text and a toolset to do research on them. As such,
spelling normalization would be an important addition
to their tools. This project is a collaboration between the
CREATE-project of the University of Amsterdam and Ne-
derlab to tackle that problem. To deal with the problem,
rather than developing a tool from scratch, we chose to
adapt an existing tool to this situation: VARD2.
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VARD?Z2

VARD2% (an acronym of VARiant Detector) is a Java tool
developed by Alistair Baron. It uses two lists (a normalized
word list and a variant list) to suggest or replace variant
words with their normalized counterparts. The normali-
zation suggestions using a combination of four different
methods: 1. known variant replacements; 2. character
edit distance; 3. letter rules and 4. phonetic distance. Not
all of these were useful for Dutch: the phonetic matching
algorithm for example is based on English phonemes and
hence did not work on these texts, but the re-spelling ru-
les and the known word replacements worked very well.

VARD2 was designed to normalize Early Modern
English, but is modifiable for other languages with a cus-
tom configuration. To create a configuration we used the
modifiable parts of VARD2: the letter rules, the variant list
and the normalized word list.

Corpus

We used the 1657 edition of the Dutch translation of the
bible as a training set. Not only because there was a mo-
dernized version of it available that stuck rather closely to
the original word order, but also because it would make it
possible to later include another edition of the same book
printed in 1637 to easily find more spelling variants for
the words we had manually respelled or checked in the
1637 edition. We were able to make a golden standard of
modernized spelling for the books Genesis and Exodus.

Choices

We chose to only do orthographic respelling, in order to
preserve grammatical relevant elements of the texts as
those may be relevant to research using natural langua-
ge processing. One problem were words that did not fo-
llow Dutch re-spelling rules or did not have a clear Dutch
respelling: foreign words, particularly place names and
personal names, We chose to ignore such words as they
would taint re-spelling rules for Dutch.

Problems & solutions

The first problem we encountered was the lack of any
usable existing word list of all possible conjugations in
modern Dutch. To get as many possible conjugations of
every Dutch word that occurs in the Woordenboek der
Nederlandse Taal® (WNT) a two-pronged approach was
necessary. A set of algorithms, one per word class provi-
ded possible conjugations for each word in the WNT. First

4 http://ucrel.lancs.ac.uk/vard

5 Baron, A. and Rayson, P. (2008). VARD 2: A tool for dealing with
spelling variation in historical corpora. Proceedings of the Postgra-
duate Conference in Corpus Linguistics, Aston University, Birmin-
gham, UK, 22 May 2008.

6 http://wnt.inl.nl

approach: for some word classes we were able to check
the conjugations manually, but the large numbers of no-
mina and verbs made that impossible to do in this project.
Second approach: for those the resulting word lists were
checked automatically against the occurrences of those
words in the Corpus of Spoken Dutch’, Dutch Wikipedia?
and Verbix®

Another problem, there was no set of respelling rules
available that was effective for respelling Early Modern
Dutch - the rule sets available did correct some spellings
but caused mistakes in others. Extracting re-spelling
rules from patterns in our golden standard provided an
effective set of rules, especially when we generalized the
rules where possible to catch similar instances.

Third, VARD2 could not handle word variations whe-
re two words should be re-spelled to a single word. Our
solution was to pre-process texts with a script to remove
spaces from such words.

The fourth problem was that some homonyms had
overlapping spelling variations but needed to be re-spe-
lled to different spellings in modern Dutch. An example is
the word ‘nog': spelling variations ‘nog’ and ‘noch’' were
used interchangeably, but in modern spelling those two
spellings denote differences in meaning. The only way to
determine the correct modernization is to take the gram-
matical context of the word into account, which VARD2
does not do. This necessitated a second pre-processing
step: we were only able to run a few tests, but part of
speech tagging the original text and (manually) selecting
a few patterns that marked one meaning or the other see-
med to provide enough information to deduce the correct
re-spelling.

Results

Allin all, with a few additions and modifications a tool like
VARD2 can be successfully converted to work on a Early
Modern Dutch. Tests on other types of texts (a treatise
on mathematics from 1605, the description of a beached
whale from 1599, a description of the New World from
1770, a poetry book from 1637 etc) show promising re-
sults, indicating that a little extra training can make this
configuration work well for different genres. Automatic
respelling of the entire 1657 bible at a 95% confidence
level resulted in automatic re-spelling of 62% of 340,000
variants. For the earlier edition (1637), automatically co-
rrecting at 95% confidence corrects 60% of just short of
350.000 unknown words, at 75% confidence 84% of the
variants were corrected. The paper will show the results
of automatically re-spelling 17 century texts using a
VARD?2 trained on just the first two chapters of the bible.
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Introduction

Japanese books in the Edo period (1603-1868) were
mainly published by woodblock print. Their caligraphic
writing style using differnt characters prevents native Ja-
panese people to read and understand the content, and
the knowledge of the past has been buried in libraries. To
change this situation, NIJL-NW project started a ten-year
mass digitization program to create the open dataset of
300,000 old Japanese books [7]. To take advantage of
emerging big data of Japanese culture, we are working on
the development of “deep access" technology to make the
content of books accessible by structuring the content by
either manually or automatically.

This paper focuses on a series of old Japanse books
called “Bukan” [6]. Bukan offers the directory of families
of the state king (Daimyo) and bureaucrats of the cen-
tral government (Bakufu) in the Edo period. Bukan has a

unique history. It had been a best seller book for as long
as 100 to 200 years, had been updated and published fre-
quently with a peak frequency of a few times in a mon-
th, and had been the battle field of two commercial pu-
blishers competing each other to improve the quality of
their own Bukan editions. Because of good coverage and
quality of Bukan, the comprehensive analysis of Bukan is
expected to improve our understanding on the political,
administrative, and cultural structure in the Edo period.

Comprehensive analysis cannot be achieved, howe-
ver, without a solution to the problem of multiple versions.
Bukan had been published for a long period with high
frequency, and it is not known how many versions had
been published, or how to decide the proper ordering of
existing versions. Moreover, the complete transcription of
Bukan is not realistic due to a large amount of text across
multipe versions. In short, two major problems, manage-
ment of versions and reduction of transcription, need to
be solved for comprehensive analysis of Bukan.

Method

We first propose the concept of “differential reading,”
which refers to the mode of reading books, such as close
reading and distant reading. It is a reading focusing only
on changes between different versions with support from
digital tools. Algorithms to detect changes in different
versions are two-fold; namely text-based and image-ba-
sed approaches.

Text-based change detection is effective for manus-
cripts. Many tools, such as CollateX [2] and ViTA [9], have
been developed for text comparison, or Versioning Ma-
chine [8], for structured text or TEI (Text Encoding Initia-
tive). In the case of woodblock print, however, image-ba-
sed change detection has a number of advantages. In the
terminology of old Japanese bibliography, versions can
be further classified into “publication” and “correction,”
where the former refers to the complete re-creation of
the woodblock, while the latter refers to the application
of small patches to the woodblock. Change detection on
publication is an easy problem for image processing, and
change detection on correction is also feasible by image
matching because only a small part is corrected and other
parts remain the same. Other advantages of image-based
change detection include transcription-less change de-
tection and non-textual change detection.

By taking advantage of image-based change detec-
tion, we formulate differential reading as a two-step pro-
cess; namely machines work first to detect changes, and
humans work next to read changes.
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Figure 1: Comparison of two different versions of Bukan. Left: Kansei Bukan (1789); middle: Kansei Bukan (1791);
right; the result of change detection, where red color represents regions present only on the 1789 version, and blue,
the 1791 version.

Results

An image-based change detection algorithm was im-
plemented on image processing library OpenCV 2.4 with
a combination of algorithms such as FAST for feature
detection, BRIEF for feature description, and Hamming
distance for feature matching. In addition, RANSAC was
used for estimating homography matrix for 